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PREF ACE TO

THE RUSSIAN EDITION)

Mathematics, which originated in antiquity in the needs of daily life,
has developed into an immense system of widely varied disciplines. Like

the other sciences, it reflects the laws of the material world around us
and serves as a powerful instrument for our knowledge and mastery of
nature. But the high level of abstraction peculiar to mathematics means

that its newer branches are relatively inaccessible to nonspecialists. This
abstract character of mathematics gave birth even in antiquity to

idealistic notions about its independence of the material world.
In preparing the present volume, the authors have kept in mind the

goal of acquainting a sufficiently wide circle of the Soviet intelligentsia
with the various mathematical disciplines, their content and methods,
the foundations on which they are based, and the paths along which

they have developed.
As a minimum of necessary mathematical knowledge on the part of

the reader, we have assumed only secondary-school mathematics, but

the volumes differ from one another with respect to the accessibilityof

the material contained in them. Readers wishing to acquaint themselves

for the first time with the elements of higher mathematics may profitably

read the first few chapters, but for a complete understanding of the

subsequentparts it will be necessary to have made some study of cor-

responding textbooks. The book as a whole will be understood in a
fundamental way only by readers who already have some acquaintance

with the applications of mathematical analysis; that is to say, with the

differential and integral calculus. For such readers, namely teachers of

mathematics and instructors in engineering and the natural sciences, it

will be particularly important to read those chapters which introduce

the newer branches of mathematics.
v)))
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Naturally it has not been possible, within the limits of one book, to ex-
haust all the riches of even the most fundamental results of mathematical

research; a certain freedom in the choice of material has been inevitable

here. But along general lines, the present book will give an idea of the

present state of mathematics, its origins, and its probable future develop-

ment. For this reason the book is alsointended to some extent for persons
already acquainted with most of the factual material in it. It may perhaps
help to remove a certain narrowness of outlook occasionally to be

found in some of our younger mathematicians.

The separate chapters of the book are written by various authors,

whose names are given in the Contents. But as a whole the book is the

result of collaboration. Its general plan, the choice of material, the suc-
cessiveversions of individual chapters, were all submitted to general
discussion,and improvements were made on the basis of a lively exchange

of opinions. Mathematicians from several cities in the Soviet Union

were given an opportunity, in the form of organized discussion, to make
many valuable remarks concerning the original version of the text. Their

opinions and suggestions were taken into account by the authors.
The authors of some of the chapters also took a direct share in pre-

paring the final version of other chapters: The introductory part of

Chapter II was written essentially by B. N. Delone, while D. K. Faddeev

played an active role in the preparation of Chapter IV and Chapter XX.
A share in the work was also taken by several persons other than the

authors of the individual chapters: \n4 of Chapter XIV was written by

L. V. Kantorovic, \n6 of Chapter VI by O. A. Ladyzenskaja, \n5 of

Chapter 10 by A. G. Postnikov;work was done on the text of Chapter V

by O. A. Olejnik and on Chapter XI by Ju. V. Prohorov.

Certain sections of ChaptersI, 11,VII, and XVII were written by

V. A. Zalgaller. The editing of the final text was done by V. A. Zalgaller
and V. S. Videnskii with the cooperation of T. V. Rogozkinaja and

A. P. Leonovaja.
The greater part of the i1\\ustrations were prepared by E. P. Sen'kin.)

Moscow
1956) EDITORIAL BOARD)))



FOREWORD BY THE

EDITOR OF THE TRANSLATION)

Mathematics, in view of its abstractness, offersgreater difficulty to the

expositor than any other science. Yet its rapidly increasing role in modern

life creates both a need and a desire for good exposition.
In recent years many popular books about mathematics have appeared

in the English language, and some of them have enjoyed an immense
sale. But for the most part they have contained little serious mathematical
instruction, and many of them have neglected the twentieth century, the

undisputed \"golden age\" of mathematics. Although they are admirable

in many other ways, they have not yet undertaken the ultimate task of
mathematical exposition, namely the large-scale organization of modern

mathematics in such a way that the reader is constantly delighted by the

obvious economizing of his own time and effort. Anyone who reads

through some of the chapters in the present book will realize how well

this task has been carriedout by the Soviet authors, in the systematic

collaboration they have described in their preface.

Such a book, written for \"a wide circle of the intelligentsia,\" must also

discuss the general cultural importance of mathematics and its continuous

development from the earliest beginnings of history down to the present
day. To form an opinion of the book from this point of view the reader
need only glance through the first chapter in Part I and the introduction
to certain other chapters;for example, Analysis, or Analytic Geometry.

In translating the passages on the history and cultural significance of
mathematical ideas, the translators have naturally been aware of even

greater difficulties than are usually associated with the translation of
scientifictexts.As organizer of the group, I express my profound grati-

tude to the other two translators, Tamas Bartha and Kurt Hirsch, for

their skillful cooperation.)
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The present translation, which was originally published by the Ameri-
can Mathematical Society, will now enjoy a more general distribution in

its new format. In thus making the book more widely available the

Society has been influenced by various expressions of opinion from
American mathematicians. For example, \". . . the book will contribute

materially to a better understanding by the public of what mathematicians
are up to. . . . It will be useful to many mathematicians, physicists and

chemists, as well as to laymen. . . . Whether a physicist wishes to know
what a Lie algebra is and how it is related to a Lie group, or an under-

graduate would like to begin the study of homology, or a crystallographer
is interested in Fedorov groups, or an engineer in probability, or any
scientist in computing machines, he will find here a connected, lucid
account.\"

In its first edition this translation has been widely read by mathemati-

cians and students of mathematics. We now look forward to its wider

usefulness in the general English-speakingworld.)

August, 1964)

S. H. GOULD
Editor of Translations

American Mathematical Society
Providence, Rhode Island)))
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CHAPTER) xv)

THEORY OF FUNCTIONS

OF A REAL VARIABLE)

\n1. Introduction

At the end of the 18th and the beginning of the 19th century, the
differential and integral calculus was essentially worked out. Up to that

time (in fact, throughout the 19th century) mathematicians were engaged
in constructing its several branches, in discovering more and more new

facts, and in developing more and more new domains of application of

the differential and integral calculus to various problems of mechanics

astronomy, and technology. Now it became possible (0 survey the results
obtained, to study them systematically, and to delve into the meaning of
the basic concepts of analysis. And here it became apparent that all was

not welI with the foundations of analysis.
Already in the 18th century there was no consensusamong the greatest

mathematicians of that time as to what a function is. This came out in

prolonged controversies whether this or that solution of a problem, this

or that concrete mathematical result were correct or incorrect.Gradually

it became clear that also other basicconcepts of analysis had to be made
more precise. An inadequate understanding of the meaning of continuity

and of the properties of continuous functions led to a number of erroneous
statements, for example that a continuous function is always differentiable.

Mathematics came to operate with such complicated functions that it

became impossible to rely on intuition and guesswork. So there arose a
real need to bring order into the fundamental concept of analysis.

The first serious attempt in this direction was made by Lagrange, and

then Cauchy followed on the same path. Cauchy sharpened the definitions
of limit, continuity, and integral and brought them into common use, as

3)))



4 XV. THEORY OF FUNCTIONS OF A REAL VARIABLE)

they survive to our days. Approximately at the same time, the Czech
mathematician Bolzano made a rigorous study of the basic properties of
continuous functions.

Let us consider these properties of continuous functions in more detail.

Suppose that a continuous function f(x) is given on some interval [a, b),

i.e., for all numbers satisfying the. inequalities a \n x \n b. Previously it

was regarded as obvious that if the function assumes values of opposite
signs at the end points of the interval, then it must be zero at some inter-

mediate point. Now this fact receiveda rigorous foundation. In the same

way it was proved rigorously that a continuous foundation given on an
interval assumes at certain points its greatest and its least value.

The study of these properties of continuous functions made it necessary
to go deeperinto the nature of the real numbers. As a result the theory
of real numbers appeared; the basic properties of the numerical line were
clearly formulated.

Further developments of mathematical analysisnecessitatedthe study

of more and more \"bad,\" in particular discontinuous, functions. Dis-
continuous functions appear, for example, as limits of continuous
functions, where it is not known a priori whether the limit function is
continuous or not, and also in schematizing processes with sudden sharp
variations. Here was a new task, namely to generalizethe apparatus of

analysis to discontinuous functions.
Riemann investigated the problem to what classes of discontinuous

functions the concept of integral could be extended. As a result of this

work on the foundation of analysis, there arose a new mathematical

discipline: the theory of functions of a real variable.
If the classicalmathematical analysis operates essentially with \"good\"

(for example, continuous or differentiable) functions, the theory of func-
tions of a real variable investigates considerably wider classes of functions.
If in mathematical analysis the definition of some operation (for example

integration) is given for continuous functions, then it is characteristic of
the theory of functions of a real variable to find out to what classes of
functions this definition is applicable, how the definition has to be modified
so as to becomewider. In particular, only the theory of functions of a

real variable could give a satisfactory answer to the question what

the length of curve is and for what curves it makes sense to talk of

length.

The foundation on which this theory of functions of a real variable is

built is the theory of sets.

Accordingly, we begin our exposition with an account of the elements
of the theory of sets, next we turn to the study of point sets, and we
conclude the chapter with an explanation of one of the fundamental)))
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concepts of the theory of functions of a real variable, namely the Lebesgue
integral.)

\n2. Sets

People have constantly to deal with various collections of objects. As
was already explained in Chapter I, this entailed the development of the

concept of number and later that of a set,. which is one of the basic

primitive mathematical concepts and does not lend itself to an accurate
definition. The following remarks are meant to illustrate what a set is but
do not pretendto serve as a definition.

Set is the name for an aggregate,ensemble,or collectionof things that

are combined under a certain criterion or according' to a certain rule.
The concept of a set arises by an abstraction. By considering a certain
collection of objects as a set, we disregardall the connections and relations
between the various objects that make up the set, but we preserve the

individual features of the objects. Thus, the set consisting of five coins

and the set consisting of five apples are different sets. But the set of five

coins arranged in a circle and the set of the same coins arranged one
next to the other is one and the same set.

Let us give some examples of sets. We can talk of the grains forming
a heap of sand, of the set of all planets of our solar system, of the set of
all people that are in a certain house at a given moment, or of the set of
all pages of this book. In mathematics we constantly come acrossvarious

sets such as the set of all roots of a given equation, the set of all natural

numbers, the set of all points on a line, etc.
The mathematical discipline that studies general properties of sets,i.e.,

properties that do not depend on the nature of the constituent objects,

is called the theory of sets. This discipline began to bedeveloped rigorously

at the end of the 19th and the beginning of the 20th century. The founder

of the scientific theory of sets is the German mathematician G. Cantor.
Cantor's work on the theory of sets grew from studying questions of

convergence of trigonometricseries.This is a very common phenomenon:
Very often the occupation with concrete mathematical problems leadsto
the construction of very abstract and general theories.The value of such

abstract constructions lies in the fact that they turn out to be connected
not only with the concrete problem from which they have sprung but
have also applications to a number of other problems. In particular, this

is the case in the theory of sets. The ideas and concepts of the theory of
sets penetrated literally into all branches of mathematicsand changed its
face entirely. Therefore it is impossible to form a proper picture of con-

temporary mathematics without being acquainted with the elements of)))
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the theory of sets. For the theory of functions of a real variable the theory

of sets is of particularly great significance.

A set is considered as given when one can tell of every object whether it

belongs to the set or not. In other words, a set is completely determined
by all the objects that belong to it. If a set M consistsof the objects

a, b, c, ... and of no others, then we write

M = {a, b, c, ...}.

The objects that form a certain set are usually called its elements. The
fact that an object m is an element of a set M is written in the form

mEM)

and is read: \"m belongs to M\" or \"m is an element of M\". If an object n

does not belong to a set M, then one writes: n E M. Every object can only

be one element of a given set; in other words, all th6 elements of one and
the same set are distinct from one another.

The elements of a set M can themselves be sets; however, to avoid
contradiction it is convenient to postulate that a set M cannot be one of

its own elements, M E M.

The set that contains no elements is called the empty set. For example,
the set of all real roots of the equation

x2+1=0

is empty. Henceforth the empty set will be denoted by cpo

If for two sets M and N every element x of M is also an elementof N,

then we say that M enters into' N, that M is part of N, that M is a subset
of N, or that M is contained in N; this is written in the form

M s;; N or N::2 M.)

For example, the set M = {l, 2}is part of the set N = {I, 2, 3}.
Clearly we always have M s;; M. It is convenient to regard the empty

set as part of any set.

Two sets are equal if they consist of the same elements. For example,
the set of roots of the equation x2 - 3x + 2 = 0 and the set M = {I, 2}
are equal.

Now we define rules of operations on sets.)

Union or sum. Suppose that M, N, P, ... are sets.The union or sum

of these sets is the set X consisting of all elements that belong to at least
one of the \"summands\" M, N, P, ...)

X= M+ N+ P+ ....)))
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Here, even if an element x belongsto several summands, it occurs in the
sum X only once. Clearly)

M + M =
M,)

and if M s;; N, then)

M + N = N.)

Intersection. The intersection or common part of the sets M, N, P, ...
is the set Y consisting of all those elements that belong to all the sets
M, N, P, ... .

Clearly M . M = M and if M S;; N, then M . N = M.
If the intersection of the sets M and N is empty, M . N = cp, then we

say that these sets are disjoint.
As a notation for the operationsof sum and intersection of sets, we also

use the symbols \n and II. Thus,

E= \nEi)

is the sum of the sets Ei , and)

F = II E i)

their intersection.

We recommend that the reader prove that sum and intersection of sets

are connected by the usual distributive law)

M(N + P) = MN + MP,)

and also by the law)

M + NP = (M + N)(M + P).)

Difference. The difference of two sets M and N is the set Z of all those
elements of M that do not belong to N,

Z = M - N.)

If N S;; M, then the difference Z = M - N is also called the complement
of Nin M.

It is not hard to show that always

M(N - P) = MN - MP)

and)

(M
- N) + MN= M.)

Thus, the rules for operations on sets differ considerably from the usual
rules of arithmetic.)))
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Finite and infinite sets. Sets consistingof a finite number of elements

are called finite sets. If the number of elementsof a set is unbounded, then

the set is called infinite. For example, the set of all natural numbers is

infinite.

Let us consider two arbitrary sets M and N and ask whether the number

of elements in those sets is the same or not.
If the set M is finite, then the collection of its elements is characterized

by a certain natural number, namely, the number of its elements. In this

case, in order to compare the numbers of elements of M and N, it is

sufficient to count the number of elements in M and the number of elements

in N and to compare the numbers so obtained.Als\n it is natural to reckon
that if one of the sets M and N is finite and the other infinite, then the

infinite set contains more elementsthan the finite.

However, if both sets M and N are infinite, then a simple count of the
elementsyields nothing. Therefore the following problem arises at once:
Do all infinite sets have the same number of elements or do there exist
infinite sets with larger or smaller numbers of elements?If the latter is

true, then how can the numbers of elements in infinite sets be compared?
We shall now turn our attention to these problems.)

One-to-one correspondences. Again let M and N be two finite sets.

How can we find out which of these sets contains more elements without

counting the number of elementsin each set? To this end let us form pairs

by combining in a pair one element of M and one element of N. Then, if

for some element of M there is no longer an element of N to be paired
with it, M has more elements than N. Let us illustrate this argument by

an example.
Suppose that in a room there are a certain number of people and a

certain number of chairs. In order to find out of which there are more, it

is sufficient to ask the people to sit down. If somebodyis left without a

place, it means that there are more people and if, say, all are placed and
all places are taken, then there are as many people as chairs.This method

of comparing the number of elements in sets has the advantage over a
direct count of the elements because it is applicable without essential
modifications not only to finite but also to infinite sets.

Let us consider the set of all natural numbers)

M = {I,2,3, 4, ...}

and the set of all even numbers)

N = {2, 4, 6, 8, ...}.)
Which set contains more elements? At first sight it seems to be the)))
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former. How\ner, we can form pairs from elements of these sets, as set
out in Table I:)

Table 1.)

\n

'I

\n
I

-=-

l

-=-

I

\n

I

\n-

N 2 4 6 8 .\

No element of M nor of N remains without a partner. True, we could also
have formed pairs as in Table 2:)

Table 2.)

\n

II

\n

I

-=-

I

-=-

I

\n

I

-=-

I

\n

N - 2 - 4 - ...)

Then many elements of M remain without a partner. On the other hand.
we could have formed pairs as in Table 3:)

Table 3.)

M

11

-

\\

1

I

-

I

2

I

-

I

3

I

_

I

...

N 2 4 6 8 to 12 I 14 .\

Now many elements of N remain without a partner.

Thus, if the sets A and B are infinite, then distinct methods of forming
pairs lead to different results. If there is one method of forming pairs in

which every element of A and every element of B is paired off with some

element, then we say that a one-to-one correspondence can be set up
between A and B. For example, we can establish a one-to-one correspond-
ence betweenthe sets M and N as is clear from Table 1.

If between the sets A and B a one-to-one correspondence can be set up,

then we say that they have the same number of elements.If for every

method of pairing there are always some elements of A without a partner,
then we say that the set A contains more elements than B or that A has

a greater cardinality than B.

Thus we have obtained an answer to one of the questions raisedearlier:
how to compare the number of elements in infinite sets. However, this
has by no means brought us nearer to an answer to the other question:
Do there exist infinite sets at all having distinct cardinalities? In order to

get an answer to this question let us study some simple types of infinite

sets.)))
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Countable sets. If wecan set up a one-to-onecorrespondencebetween

the elements of a set A and the elements of the set of all natural numbers)

Z = {I, 2, 3, ...},)

then we say that the set A is countable. In others words, a set is countable

if all its elements can be enumerated by means of the natural numbers

i.e., written down in the form of a sequence)

a}, a2 , ..., an , ....)

Table I shows that the set of all even numbers is countable (the upper

numbers can now be regarded as the suffix of the corresponding lower
number).

Countable setsare, so to speak, the very smallest infinite sets: Every
infinite set contains a countable subset.

If two nonempty finite sets do not intersect, then their sum contains

more elements than either summand. For infinite sets this cannot hold.

For example, let E be the set of all even numbers, 0 the set of all odd

numbers, and Z the set of all natural numbers. As Table 4 shows, the sets
E and 0 arecountable.However, the set Z = E + 0 is again countable.)

Table 4.)

E) 2 I 4) 6) 8)

o) 3) 5) 7)

Z I 1 I 2) 3) 4)

The violation of the rule \"the whole is larger than the parts\" in infinite

sets shows that the properties of infinite sets differ qualitatively from those

of finite sets. The transition froTH the finite to the infinite proceeds in

complete agreement with the well-known principle of dialectics,qualitative

variation of properties.
Let us show that the set of all rational numbers is countable. For this

purpose we arrange the rational numbers in Table 5.

Here all the natural numbers are placed in the first row in ascending

order, in the second row zero and all the negativenumbers in decreasing

order, in the third row the positive reduced fractions with denominator 2

in ascending order, in the fourth row the negative reduced fractions with

denominator 2 in descending order, etc. It is clear that every rational

number occurs once and only once in this table. Let us now enumerateall)))
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Table 5.

(6)

6/

- 5

9 II

2 2

7 9 II
2 2 2

4 5 7 8

3 3 3 3

2 4 5 7 8

\n
3 3 3 3 3 3)

the numbers of the table in the order indicated by the arrows. Then all

the rational numbers are arranged in a single sequence:)

-Number of the place occupied

by rational number

Rational number)

234) 567) 8 9)

I, 2, 0, 3, -I, !, 4, -2, \n,)

So we have established a one-to-one correspondencebetween all the

rational numbers and all the natural numbers. Therefore the set of all
rational numbers is countable.)

Sets with the cardinal number of the continuum. If we can set up a
one-to-onecorrespondencebetween the elements of a set M and the points
of the interval 0 \n x \n ], then we say that the set M has the cardinal
number of the continuum. I n particular, by this definition the set of points
of the segment 0 \n x \n I has itself the cardinal number of the continuum.

From figure I it is clear that the set of points of any interval AB has
the cardinal number of the continuum. Here the one-to-one correspond-
ence is establishedgeometrically by means of a projection.

It is not hard to show that the sets of points of any open interval

a < x < b and of the whole numerical line have the cardinal number of

the continuum.)))
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Of considerably greater interest is the following fact: The set of points

B of the square 0 \n x \n I, 0 \n y \n I

has the cardinal number of the

continuum. Thus, roughly speaking,
there are \"as many\" points in the

square as on the segment.)A
I
I
I
I

o\n
I

I
I
I

I

I
I

I
I

I
I

S)

/
/

III////I
1/)

FIG. 1.)

\n3. Real Numbers*

The developmentof the concept

of number has been described in

detail in Chapter I. Here we shall
give the reader a brief account of

the theories of the real numbers that

have arisen in the 19th century m

connection with the foundation of
the basicconceptsof analysis.)

Rational numbers. We assume that the reader is familiar with the main

properties of rational numbers. Without going into details we recall these
properties.Rational numbers, i.e., numbers of the form m/n, where m and n

are integers and n =1= 0, form a set of numbers in which two operations
(addition and multiplication) are defined. These operations are subject
to a number of laws (axioms). In what follows a, b, c, ... denote rational

numbers)

I. Axioms of addition.)

l. a + b = b + a (commutativity)

2. a + (b + c) = (a + b) + c (associativity)

3. the equation)

a+x=b)

has a unique solution (existenceof the inverse operation).

From these axioms it follows immediately that the expression a + b + c

has a unique meaning, that there exists a rational number 0 (null) for

which a + 0'= a and that addition has an inverse operation (subtraction)

so that the expression b - a has a meaning.)

* During the writing of this section, we have had valuable consultations with A. N.
Kolmogorov.)))
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Thus, from the algebraic point of view, all the rational numbers form

a commutative group under the operation of addition.)

II. Axioms of multiplication.)

I. ab = ba (commutativity)

2. a(bc) = (ab)c (associativity)
3. the equation)

ay = b,)

where a =F- 0 has a unique solution (existence ot the inverseoperation).
From these axioms it follows that the expression abc has a meaning,

that there exists a rational number I for which a . I = a and that for

rational numbers other than 0 the inverse operation (division) exists. All

the rational numbers except 0 form a commutative group under the

operation of multiplication.)

III. Axiom of distributivity.)

l. (a + b) c = ac + bc.

The axioms I-III together indicate that under the operations of addition

and multiplication the rational numbers form a so-called algebraic field.)

IV. Axioms of order.)

l. For any two rational numbers a and b one and only one of the

following three relations holds: either a < b, or a > b. or a = b.
2. If a < b, and b < c, then a < c.

3. If a < b, then a + c < b + c (monotonicity of addition).

4. If a < band c > 0, then ac < bc (monotonicity of multiplication

by c > 0).)

All these axioms together allow us to call the set of rational numbers
an orderedfield.

Apart from the rational numbers there exist also other systems of

objects that satisfy these axioms and are therefore ordered fields.
We mention two important properties of rational numbers.

Density: For arbitrary a and b, a < b, there is a c such that a < c < b.

Countability: The set of all rational numbers is countable (see \n2).)))
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On measuring quantities. The insufficiency of the rational numbers
alone in mathematics already becomes apparent in dealing with such an

important task as that of measuring quantities. As one of the simplest

examples, we shall here consider the problem of measuring the length of

intervals.

Let us take a line on which a definite direction, an origin (the point 0),
and a unit of scale are marked. Then it is clear that a segment OA with its

end point at 1/2, 1/3,2/3, -1/3, etc.is.More generally, with every rational
number a we can associate a point a on the line, namely the point with

the coordinate x = a. In this case the number a determinesthe length of

the directed segment OA. However, not every segment gets a certain
(rational) number as the measure of its length in this construction. For

example, it was already known to the ancient Greeks that the length of

the diagonal of a squarewith unit side cannot be measured by any rational

number. The natural outcome of this situation is the setting up of a one-
to-one correspondence between numbers and lengths, i.e., a further

extension of the concept of number.)

Real numbers. We were led to the conclusion that the rational numbers
aloneare insufficient to measure quantities and that the concept of number
must be extendedso that there exists a one-to-one correspondence between
numbers and points on a line. With this in mind let us try to find out

whether it is not possible to determine the position of an arbitrary point

on a line by means of the rational points only. A similar construction

within the domain of rational numbers will then lead us to the concept
of a real number.

Let ex be an arbitrary point on the line. Then all the rational points a
can be divided into two parts: We put into one part all the points a
that are to the left of ex, and into the other all those to the right of ex. As

regards the point ex itself (if it happens to be rational), it can be put into

either part. Such a division of the rational points is usually called a cut.

Cuts are taken to be identical if the collection of rational points in the left

and the right parts of the cuts coincide (to within a single point). Now it is

not difficult to see that distinct points ex and fl determine different cuts.
For since the rational points are everywhere dense on the line, we can

find rational points r1 and r2 lying strictly between ex and fl. Then in one
of the cuts they come into the right part and in the other into the left part.

Thus every point on the line determinesa cut in the domain of rational

points, and different cuts correspond to different points. It is very important

that a cut can also bedefined in another way and without specific reference

to the number ex. For let us define a cut in the domain of rational points as a
division of all rational points into two nonempty disjoint sets A and B)))
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such that a < b for every a E A, b E B. Under this definition we can assign
to a cut in a unique fashion that point (boundary) which produces it.

In other words, by means of cuts in the domain of rational points, we can

determine every point on the line. The construction we have just explained
was proposed by the German mathematician R. Dedekindand is known

under the name of Dedekindcut.

A cut is not the only possible method of determining the position of an

arbitrary point by means of the rational points. Nearer to the usual

practice of measuring is the following method of G. Cantor.Again let

ex be an arbitrary point on the line. Then we can find two arbitrarily close
rational points a and b such that ex lies between a and b. The points a and b

determine the position of ex approximately. Let us imagine this process of

approximate determination of ex continued indefinitely and in such a way

that at each successive step the accuracy is increased more and more.

Then we obtain a system of intervals [an, b n ] with their ends at rational
points such that [a n+1, bn +1] 5; [an, bn ] and b n

-
an

-->- 0 (n -->- 00). A

system of intervals satisfying these conditions is called a nest of intervals.

It is clear that such a nest of intervals determines the position of ex uniquely.

By means of similar constructions in the domain of rational numbers,
we can define the real numbers. Next we define the operations among real

numbers and ascertain that they satisfy the same axioms as the operations

on rational numbers. Now every point on the line corresponds to a real
number and vice versa. On account of this, the set of all real numbers is
often called the numerical line.)

Principles of continuity. There are essential differences between the set
of all rational numbers and the set of all real numbers. In fact, the set of
all real numbers has a number of propertiesthat characterise the continuity
of this set, whereas the set of all rational numbers does not have these

properties. They are usually called principles of continuity. We shall
enumerate the most important of them.

Dedekind's principle. If the set of all real numbers is divided into two

nonempty sets X and Y without elements in common, so that for arbitrary
x E X, Y E Ythe inequality x < y holds, then there exists a unique number
g (the boundary) for which x \n g \n y for arbitrary x E X, Y E Y.

The set of all real numbers x satisfying the inequalities a \n x \n b is

called an interval of the numerical line and is denoted by [a, b]. A system
of intervals [an, b n ] is called nested if [a n+1, bn +1] 5; [an, bn ] and

b n -
an -->- 0 (n -->-00).

Cantor's prinCiple. For every nested system of intervals [an, bn ] there

exists one and only one real number g that belongs to each of these
intervals.)))
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Weierstrass' principle. Every nondecreasing sequenceof real numbers

that is bounded above converges.
Let us say that a sequence of real numbers {xn} is a fundamental sequence

if for every E > 0 we can find a natural number N such that for all n > N
and all natural p)

I X n+ p
- X n I < E.)

Cauchy's principle. Every fundamental sequence of real numbers

converges.

Since we have not given an accurate construction of the real numbers

we are not in a position to establish that these principles hold for the set
of real numbers. Our next object is to investigate how these principles
are interrelated. Let us then assume that one of the principles of continuity

holds for the real numbers and examinewhich of the remaining principles
of continuity follows from it.

The over-all result that we shall arrive at is that all the principles of

continuity are equivalent

We say that a number b is the (least) upper bound of a set E

b = sup E,

if (I) x \n b for every x E E and (2) there exists no number b' < b with

the same property.
Let us show that the following proposition follows from Dedekind's

principle:Every nonempty set E of numbers that is bounded above has
a least upper bound.We divide all the real numbers into two classesX and

Y according to the following criterion: We put x E X if there exists an
a E E such that a ;;:,x, and we put y E Y if for every a E E we have a < y.
It is easy to verify that this is a cut. By Dedekind's principle it has a
boundary g; this boundary is the least upper bound of E.

We shall now show that Weierstrass' principlefollows from Dedekind's.

Let {xn} be a nondecreasingsequenceof real numbers, bounded above.

By what we have just proved it has a least upper bound g. By definition

of an upper bound X n \n g (n = I, 2, ...); for every E > 0 we can find an

index no such that
xno

> g - E. Since the sequence {xn} is monotonic,
this implies that g

- E < Xn \n g for all n > no, i.e., the sequence {xn}

converges to the limit r

To prove the converse relation between the principles of Dedekind and
Weierstrass we note that Weierstrass' principle implies:

Archimedes' principle. No matter what the real numbers a > 0 and

b are, we can always find a natural number n such that na > b.

This principle means that for every real number b the sequence {bin}

(n
= 1,2, ...) convergesto zero.)))
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Suppose that Weierstrass' principle holds, but Archimedes' does not

hold. The latter means that there exists an a > 0 such that the sequence
X n = na is bounded. Moreover, it is increasing. By Weierstrass' principle
it has a limit g. Hence it follows that the interval [g - a/2, g] contains

some point Xn
= na of our sequence. But then Xn+l = (n + I) a > g,

and this contradicts the fact that g is the least upper bound of {xn }.

Weierstrass' principle implies Dedekind's principle. Let the set of aU

real numbers be divided into two disjoint sets X and Y such that x < y
for all x EX, Y E Y. We shall show that this cut has a unique boundary g.
Let m be an integer and n a natural number. We .denote by X n the largest
element of the form m/2

n E X such that X n + 1/2
n E Y. Since the set of

elements of the form m/2
n is contained in the set of elements of the form

m/2n+l, we have X n \n Xn +1 . Moreover, the sequence {xn} is bounded (for

example, by the number Xl + 1/2). Hence by Weierstrass' principle it has
a limit g. We shall show that g is the boundary of our cut. For if X < g
then x E X. And if y > g, then Y E Y, because it follows from Archimedes'

principle that we can find a number n such that 1/2
n < y - g = a. But

X n < g, X n + 1/2
n E Y, and then y = g + a > X n + 1/2

n
, therefore y E Y.

One can alsoshow that Cantor's and Cauchy's principles are equivalent.
However, when Cauchy's principle holds it does not follow that Dedekind's
principleholds.This statement has to be understood in the following sense:

There exists an ordered field for which Cauchy's principle holds, but

Dedekind's does not hold. If it assumed beforehand that Archimedes'

principle holds, then all four principles are equivalent.)

Uncountability of the continnum. Let us show that the set of all

points of the segment0 \n x \n 1 is uncountable. We shall give an indirect
proof. Supposethat the set of all points of the segment 0 \n x \n 1 is

countable. Then all the points x of this segment can be indexed by means

of the natural numbers)

Xl' X 2 , ..., Xn , ....) (I))

In [0, I] we choose an interval a l so that its length is less than I and that

it does not contain the point Xl . Such an interval can readily be found.
Next, within a l we choose an interval a 2 so that its length is less than 1/2
and that a 2 does not contain the points Xl , X2 . Generally, when an interval
an - l has already been chosen we choose in it an interval an so that its

length is less than l/n and that it does not contain the points Xl' X 2 , ..., Xn'
In this way we construct an infinite sequence of intervals)

0'1,0'2' ..., an, ...,)
such that each is contained in the preceding one and their lengths tend
to zero with increasing n. Then by Cantor's principle there existsa unique)))
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point x in the interval [0, ]] that belongs to all the intervals an . Since by
our hypothesis all the points of [0, I] are accounted for in (l), the point
x which is common to all an coincides with some point Xm of that sequence.
But by our construction am does not contain X m so that x :# x\", . Thus

we have arrived at a contradiction. Therefore the initial hypothesis, that
the set of all points of [0, I] is countable, is falseand so this set is uncount-
able. This is what we set out to prove.

This theorem shows that there exist distinct infinite cardinalities and

therefore gives a positive answer to the first question raised.)

\n4. Point Sets

In the preceding section we have already come across sets whose
elements are points. In particular, we have consideredthe set of all points
of an arbitrary interval and the set of all points (x, y) of the square

o \n x \n I, 0 \n y \n l. We shall now turn to a more detailed study of

properties of such sets.
A set whose elements are points is called a point set. Thus, we can speak

of point sets on a line, in a plane, or in an arbitrary space. For simplicity's
sake we shall here confine ourselves to the study of points sets on a line.

There is a close connection between the real numbers and the points on
a line: With every real number we can associatea point on the line and
vice versa. Therefore, in speaking of point sets we may include with

them sets consisting of real numbers, sets on the numerical line. Conversely,

in order to define a point set on a line we shall, as a rule, give the coordin-
atesof all the points of the set.

Point sets (and, in particular, point sets on a line) have a number of

special properties that distinguish them from arbitrary sets and make the
theory of point sets into a self-contained mathematical discipline.First of

all, it makes sense to speak of the distance between two points. Further-
more, we can establish a relation of order (left, right) between the points
on a line;accordingly, one says that a point set on a line is an ordereq set.

Finally, as we have already mentioned earlier, Cantor'sprinciple holds

for the line; this property of the line is usually characteriled as completeness
of the line.

We introduce a notation for the simplest sets on a line.

An interval [a, b) is the set of points whose coordinates satisfy the

inequality a \n x \n b.

An open interval (a, b) is the set of points whose coordinates satisfy
the conditions a < x < b.

The semi-intervals [a, b) and (a, b) are defined by the conditions a \n x < b

and a < x \n b, respectively.)))
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Open intervals and semi-intervals can be improper. Thus, (- 00, 00)
denotes the whole line and, for example, (- 00, b] the set of all points for
which x \n b.

We begin with an account of the various possibilitiesfor the position

of a set as a whole on a line.)

Bounded and unbounded sets. A set E of points on a line can either

consist of points whose distances from the origin of coordinates do not
exceeda certain positive number or it has points arbitrarily far from the

origin of coordinates. In the first case E is called bounded, in the latter

unbounded. An example of a bounded set is the set of all points of the
interval [0, I], and an example of an unbounded set is the set of all points

with integral coordinates
It is easy to seethat, when a is a fixed point on the line,a setE is bounded

if and only if the distances from a of arbitrary points x E E do not exceed
a certain positive number.)

Sets bounded above and below. Let E be a set of points on a line. If
there is a point A on the line such that every point x E E lies to the left

of A, then we say that E is bounded above. Similarly, if there is a point

a on the line such that every x E E lies to the right of a, then E is called
boundedbelow.Thus, the set of all points on the line with positive coordi-

nates is bounded below,and the set of all points with negative coordinates

bounded above.
It is clear that the definition of a bounded set is equivalent to the fol-

lowing: A set E of points on a line is called bounded if it is bounded above
and below. Notwithstanding that these two definitions are very similar,

there is an essential differencebetween them: The first is based on the fact

that a distance is defined betweenthe points on a line, and the second that

these points form an ordered set.
We can also say that a set is bounded if it lies entirely in some interval

[a, b).)

The least upper and greatest lower bound of a set. Suppose that a

set E is bounded above. Then there exist points A on the line such that

there are no points of E to their right. Using Cantor's principle we can
show that among all the points A having these properties there is a leftmost.
This point is called the least upper bound of E. The greatest lower bound

of a point set is defined similarly.

If there is a rightmost point in E, then it is obviously the least upper
bound of E. However, it can happen that E has no rightmost point.)))
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For example, the set of points with the coordinates)

o I 234
1'2'3'4'5')

is bounded above and has no rightmost point. In this case the least upper
bound a does not belong to E, but there are points of E arbitrarily near
to a. In the example above a = I.)

Distribution of a point set near an arbitrary point on the line. Let E
bea point set and x an arbitrary point on the line. We considerthe various

possibilities for the distribution of the set E near x. The following cases

are possible:

I. Neither the point x nor the points sufficiently near to it belong to E.

2. The point x doesnot belong to E, but there are points of E arbitrarily

near it.

3. The point x belongsto E, but all points sufficiently near to it do not

belong to E.
4. The point x belongs to E and there are other points of E arbitrarily

near it.)

In the case I, x is called exterior to E, in the case 3, an isolatedpoint

of E, and in the cases 2 and 4, a limit point of E.
Thus, if x E E, then x can be either exterior to E or a limit point, and if

x E E, it can be either an isolated point of E or a limit point.

A limit point mayor may not belong to E and is characterized by the

condition that there are points of E arbitrarily near to it. In other words,
a point x is a limit point of E if every open interval S containing x contains
infinitely many points of E. The conceptof a limit point is one of the most
important in the theory of points sets.

If x and all points sufficiently near to. it belong to E, then x is called an

interior point of E. Every point x that is neither an exterior nor an interior

point of E is calleda boundary point of E.

Let us give some examplesto illustrate all these concepts.)

Example 1. Let El consistof the points with the coordinates)

I 1 I
I ......,2' 3' ';;')

Then every point of this set is an isolated point of it, the point 0 is a limit

point of El (and does not belong to it), and all the remaining points on

the line are exterior to El')))
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Example 2. Let E2 consist of all the rational points of the interval

[0, I]. This set has no isolated points, every point of the interval [0, I]

is a limit point of E 2 , and all the remaining points on the line are exterior

to E2 . Clearly among the limit points of E 2 there are some that belong

and others that do not belongto the set.)

Example 3. Let E3 consist of all points of the interval [0, I]. As in

the preceding example, E3 has no isolatedpoints and every point of [0, I]
is a limit point. However, in contrast to the preceding example, all the

limit points of E3 belong to the set.)

Example 4. Let E4 consist of all the points on the line with integral
coordinates. Every point of E4 is isolated; E4 has no limit points.

We also point out that in Example 3 every point of the open interval

(0, l) is an interior point of E3 , and in Example 2 every point of the interval

[0, I] is a boundary point of E2 .

From the preceding examples it is clear that an infinite point set on a
line may have isolated points (E1, E4 ) or not (E 2 , E 3), that it may have

interior points (E 3 ) or not (E 1 , E2 , E 4 ). As regards limit points, only E4

in Example 4 does not have any. As the following important theorem

shows, this is connected with the fact that E4 is unbounded.)

The Theorem of Bolzano-Weierstrass: Every bounded infinite point set

on a line has at least one limit point.

Let us prove this theorem. Suppose that E is a bounded infinite point

set on a line. Since E is bounded, it lies entirely in some interval [a, b].
We divide this interval in half. Since E is infinite, at least one of the inter-
vals so obtained contains infinitely many points of E. We denote that

interval by a 1 (if both halves of [a, b] contain infinitely many points of E,
then a 1 shall denote, say, the left half). Next we divide a1 into two equal
halves. Since the part of E that lies in a 1 is infinite, at least one of the
intervals so obtained contains infinitely many points of E. We denote it

by a 2 . We continue the process of dividing an interval in half indefinitely

and each time select that half which contains infinitely many points of

of E. So we obtain a sequence of intervals aI' a2 , ..., an , \"'. This sequence
of intervals has the following properties: Every interval an+! is contained

in the preceding one an; every interval an contains infinitely many points
of E; and the lengths of the intervals tend to zero. The first two properties
of the sequence follow immediately from its construction, and to prove
the last property it is sufficient to note that if the length of [a, b] is I, then

the length of an is 1/2n . By Cantor's principle there exists a unique point

x that belongs to all an' We shall show that this x is a limit point of E.)))
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For this it is sufficient to make sure that if S is some open interval

containing x, then it contains infinitely many points of E. Since every
interval an contains x and the lengths of the an tend to zero, for a sufficiently

large n the interval an is entirely contained in S. But by hypothesis an

contains infinitely many points of E. Therefore S too contains infinitely

many points of E. Thus, x is in fact a limit point of E and the theorem is

proved.)

Exercise. Show that if a set E is bounded above and has no rightmost

point, then its least upper bound is a limit point of E (and does not belong

to E).)

Closed and open sets. One of the fundamental tasks of the theory of
point sets is the study of properties of various types of points sets.We

shall acquaint the reader with this theory for two examples. We shall

now study properties of the so-calledclosedand open sets.

A set is called closedif it contains all its limit points. If a set has no
limit points, then it is usually also taken to be closed. Apart from its

limit points a closed set can also contain isolated points. A set is called

open if every point of it is interior.

Let us give some examples of closedand open sets. Every interval

[a, b) is a closedset, and every open interval (a, b) an open set. The

improper semi-intervals (- 00, b) and [a, 00) are closed, and the improper
intervals (- 00, b) and (a, 00) are open. The whole line is at the same time

closed and open. It is convenient to regard the empty set also as both
closed and open. Every finite point set on the line is closed, since it has

no limit points. The set consistingof the points)

I I I 1
0, I,

\"2
'

3
'

4
' ...

\n
'

...)

is closed; this set has the single limit point x = 0 which belongs to the

set.
Our task is to examine the structure of an arbitrary closed or open set.

For this purpose we require a number of auxiliary facts which we assume
without proof.

1. The intersection of any number of closed sets is closed.

2. The union of any number of open sets is open.

3. If a closed set is bounded above, then it contains its least upper
bound. Similarly, if a closed set is bounded below, then it contains its

greatest lower bound.)))
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Let E be an arbitrary point set on a line. The complement of E, denoted

by CE, is defined as the set of all points on the line that do not belong to
E. Clearly,if x is an exterior point of E, then it is an interior point of CE
and vice versa.

4. If a set F is closed, then its complement CF is open and vice versa.

Proposition 4 shows that there is a very close link between closed and

open sets: They are complements of each other. Because of this it is

sufficient to study either closed or open sets only. A knowledge of the

properties of sets of one type enables us at once to read off properties of

sets of the other type. For example,every open set is obtained by deleting

some closed set from the line.
Let us now proceed to study properties of closed sets. We make one

definition. Let Fbe a closed set. An open interval (a, b) having the property
that none of its points belong to F, while a and b belong to F, is called
an adjacent interval of F. Among the adjacent intervals we also count the

improper intervals (a, (0) or (- 00,b), provided a or b belong to F but

the intervals do not intersect F. We shall show that if a point x does
not belong to the closed set F, then it belongs to one of its adjacent
intervals.

We denote by Fx that part of F that lies to the right of x. Sincex itself

does not belong to F, we can representFx as an intersection)

Fx = F . [x, (0).)

Both F and [x, (0) are closed.Therefore, by proposition I, Fx is closed.
If Fx is empty, then the whole semi-interval[x, (0)doesnot belong to F.

Let us assume then that Fx is not empty. Since this set lies entirely on the
semi-interval [x, (0), it is bounded below. We denote by b its greatest
lower bound. By proposition 3, b E Fx so that b E F. Furthermore, since b
is the greastest lower bound of Fx , the semi-interval [x, b) lying to the

left of b does not contain points of Fx , consequently not of F either.Thus

we have constructed a semi-interval [x, b) containing no points of F, and
either b = 00 or b belongs to F. Similarly, we can construct a semi-interval
(a, x] not containing points of F with either a = - 00 or a E F. Now it

is clear that the open interval (a, b) contains x and is an adjacent interval

of F. It is easy to see that if (aI' b 1) and (a 2 , b 2 ) are two adjacent intervals
of F, then they either coincide or are disjoint.

From the preceding it follows that every closed set on the line is obtained
by deleting from the line a certain number of open intervals, namely the

adjacent intervals of F. Since every open interval contains at least one
rational point and all the rational points on the line form a countable
set, we see that the number of adjacent intervals cannot be more than)))
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countable. Hence we reach a remarable conclusion.Every closed set on

the line is obtained by deleting from the line at the most a countable

set of disjoint open intervals.
By proposition 4 it follows at once that every open set on the line is

the sum of not more than a countable number of open intervals. By

propositions I and 2 it is also clear that every set of the structure we have
indicated is in fact closed (open).

It will be seen from the following example that closed sets can have a
very complicated structure.)

Cantor's perfect set. We shall construct a particular closed set that

has a number of remarkable properties.First of all we delete from the line
the improper intervals (- 00,0) and (I, (0). After this operation we are
left with the interval [0, I]. Next wedeletefrom this the open interval (I/3,
2/3) which forms its middle third. From each of the remaining intervals

[0, 1/3] and [2/3, I], we delete its middle third. This processof deleting

the middle thirds of the remaining intervals can be continued indefinitely.
The point set on the line that remains after all these open intervals have

been deleted is called Cantor's perfect set; we shall denote it by the

letter P.
Let us investigate some propertiesof this set: P is closed, because it is

formed by deleting from the line a certain set of disjoint open intervals;
P is not empty; in any case it contains the end points of all the removed
intervals.

A closed set F is called perfect if it has no isolated points, i.e., if every

point of it is a limit point. We shall show that P is perfect. For if x were
an isolated point of P, then it would have to be a common end point of

two adjacent intervals of the set. But by our construction the adjacent
intervals of P do not have commonend points.

The set P does not contain any open interval. For suppose that a certain

open interval cS entirely belongs to P. Then it belongs entirely to one of the
mtervals obtained at the nth step of the construction of P. But this is

impossible, because for n - 00 the length of these intervals tends to zero.
One can show that P has the cardinality of the continuum. From this

it follows, in particular, that Cantor's perfect set contains, apart from the

end points of the adjacent intervals, other points. For the end points of
the adjacent intervals form only a countableset.

Various types of point sets occur constantly in the most diverse branches
of mathematics,and a knowledge of their properties is absolutelyindispen-
sable in studying many mathematical problems. Of particularly great

importance is the theory of point sets in mathematical analysis and

topology.)))
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Weshall now give a few examples of point setsthat appear in the classical

parts of analysis.Letf(x) be a continuous function given on the interval

[a, b]. We fix a number 0: and consider the set of all points x for which

f(x) \n 0:. It is easy to show that this can be an arbitrary closed set on the
interval [a, b]. Similarly, the set of those points x for whichf(x) > 0: can

be any open set G C [a, b].Ifj\n(X),f2(X), \"',fn(x),
... is a sequence of con-

tinuous functions given on [a, b], then the set of all points x where this

sequence converges cannot be arbitrary and belongs to a certain well-
defined type.

The mathematical discipline whose object is to study the Structure of

point sets is called the descriptive theory of sets.

In the development of the descriptive theory of sets Soviet mathema-
ticians have made great contributions, N. N. Luzin and his pupils, P. S.
Aleksandrov, M. Ja. Suslin, A. N. Kolmogorov, M. A. Lavrent'ev,

P. S. Novikov, L. V. Keldys, A. A. Ljapunov, and others.
The investigations of N. N. Luzin and his pupils have shown that there

are strong ties between descriptiveset theory and mathematical logic.
Difficulties arising in the study of a number of problemsof descriptive

set theory (in particular, problems of determining the cardinality of

certain sets) are difficulties of a logical nature. On the other hand, the

methods of mathematical logic enable us to penetrate more deeply into

certain problems of descriptiveset theory.)

\n5. Measure of Sets

The conceptof the measure of a set is a far-reachinggeneralization of

the concept of the length of an interval. In the simplest case (the only

one we shall consider here) the task is to give a definition of length not

only for intervals but also for more complicated point sets on
a line.

Let us agree that the unit of measurement is the interval [0, I]. Then the

length of an arbitrary interval [a, b] is obviously b - a. Similarly, if we

have two disjoint intervals [01, bd and [02, b 2 ], it is natural to interpret
the length of the set E consisting of these two intervals as the number

(b1 - 01) + (b 2
- O 2 ), However, it is by no means clear what we have to

understand by the length of a set on the line of a more complicated nature;
for example, what is the length of the Cantor set of \n4 of this chapter?
Hence the conclusion., the concept of length of a set on the line requires
a rigorous mathematical definition.

The problem of defining the lengths of sets or, as we now say, of

measuring sets is very important, because it is of vital significance in

generalizing the concept of an integral. The concept of measure of a set)))
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also has applications to other problems in the theory of functions, in

probability, topology, functional analysis, etc.
We shall give an account of the definition of measure of sets which is

due to the French mathematician H. Lebesgueand is the foundation of
the definition of integral given by him.)

Measure of an open and a closed set. We begin with the definition

of measure of an arbitrary open or closed set. As we have mentioned
in \n, every open set on the line is a finite or countable sum of pairwise
disjoint open intervals.

The measure of an open set is defined as the sum o\302\243the lengths of its
constituent open intervals.

Thus, if)

G =
\n (ai' bi))

and the intervals (ai' b i ) are pairwise disjoint, then the measure of G is

equal to \n (b i
- a i ). Generally, the measure of a set E being denoted

by p.E, we can write)

JLG =
\n (b i

- ai)')

In particular, the measure of a singleopen interval is equal to its length)

p.(a, b) = b - a.)

Every closed set F contained in [a, b] and such that the end points of

[a, b] belong to F is obtained from [a, b] by deleting from it a certain
open set G. The measure of the closed set Fe;;.[a, b], where a E F, bE F is
definedas the difference between the length of [a, b] and the measure of

the open set G complementary to F (relative to [a, b)).
Thu\n)

p.F
= (b - a) -

p.G.) (2))

It is not difficult to verify that according to this definition the measure

of an arbitrary interval is equal to its length)

p.[a, b] = b -
a,)

and the measure of a set consistingof a finite number of points is zero.)

General definition of measure. In order to give a definition of measure

of sets of more general nature than open and closed sets, we have to make

use of an auxiliary concept. Let E be a set lying on the interval [a, b].
We consider all possible coverings of E, i.e.,all open sets V(E) containing)))
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E. The measure of each of these sets V(E) is already defined. The aggregate
of measures of all sets V(E) is a certain set of positive numbers. This set is
bounded below (for example by 0) and therefore has a greatest lower
bound which we denote by J1.,E. The number f\"E is called the outer
measure of E.

Let J1..E be the outer measure of a set E and J1.,C E the outer measure of
its complement relative to [a, b].

If the relation)

J1..E + J1..CE = b - a) (3))

holds, then the set E is calledmeasurable and the number J1.,E its measure:

I-'E = J1.,E; if the relation (3) does not hold, then we say that E is not

measurable; a nonmeasurableset has no measure.
We note that always)

J1.,E + J1..CE\n b - a.) (4))

Let us give a few clarifications. The length of the simplest sets (for
example,open or closedintervals) has a number of remarkable properties.
We mention the most important of these.)

I. If the sets EI and E are measurable and EI S; E, then)

I-'EI \nJ1.E;)

i.e., the measure of a part of E does not exceed the measureof the whole

set E.

2. If EI and E2 are measurable, then the set E =
EI + E 2 is measurable

and)

J1.(EI + E 2) \n I-'EI + I-'E 2;)

i.e., the measure of a sum does not exceed the sum of the measures of

the summands.

3. If setsEi (i = 1,2,\"') are measurable and pairwisedisjoint,EiEj =
rp

(i =1= j), then their sum E = \n E i is meas urable and)

I-'(k
E i ) =

\nI-'Ei;)

i.e., the measure of a finite or countable sum of pairwisedisjoint sets is

equal to the sum of the measuresof the summands.

This property of the measure is called its full additivity.

4. The measure of a set E does not change if it is displaced as a rigid

body.)))
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It is desirable that the fundamental properties of length are preserved

for the more generalconceptof measureof sets. But it can be provedquite

rigorously that this turns out to be impossible if a measure is to be ascribed
to an arbitrary point set on the line. Consequently,in the sense of this
definition there are sets that have a measure or are measurable and others
that have no measure or are nonmeasurable.Besides,the class of measur-

able sets is so wide that this circumstance does not lead to any essential

disadvantages. In fact, the construction of an example of a nonmeasurable
set is rather difficult.

We shall now present some examplesof measurable sets.)

Example 1. The measure of Cantor'sperfect set P (see \n4). In con-

structing the set P from the interval [0, I], we have first thrown out an

adjacent interval of length 1/3, then two adjacent intervals of length 1/9,

then four adjacent intervals of length 1/27, etc. Generally, at the nth step

we have thrown out 2n-l adjacent intervals of length 1/3
n . Thus, the sum

of the lengths of the intervals removed is equal to

I 2 4 2n - 1

S = - + - + - +... +
- +....

3 9 27 \n)

The terms of this series form a geometric progression with the first term

1/3 and the common ratio 2/3.Therefore the sum S of the series is)

I

3

2
1--

3)

l.)

Thus, the sum of the length of the intervals adjacent to the Cantor set
is I. In other words, the measure of the open set G complementary to P is I.

Therefore, the set itself has the measure)

f'P = I -
f'G

= I - I = O.)

This example shows that a set may have the cardinality of the continuum
and yet have measure zero.)

Example 2. Measure of the set R of all rational points of the interval

[0, I]. First of all we shall show that f'eR = O. In \n2 we had found that
R is countable. We arrange the points of R in a sequence)

r} , r 2 , ..., r n ,
... .)

Next, for given \342\202\254> 0 we enclose the point rn by an open interval cSn of)))
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length \342\202\254/2n.The sum cS = \n cSn is an open set coveringR. The open inter-

vals cSn may intersect so that)

/L(cS)
=

I-t (\n
cSn

)
< \n/LcSn

=
\n ;n

= \342\202\254.)

Since \342\202\254can be chosen arbitrarily small, we have /L.R
= O.

Further, by (3)
/L.R + /L.CR\n 1,

i.e., /L.C R \n l. But since C R is contained in [0, I], we have /L.C R \n l.
Hence)

/L.R+ /L.CR
=

I,)

and*)

/LR = 0, /LCR = l.) (5))

This example shows that a set may be everywhere denseon an interval

and yet have measure zero.
Setsof measure zero play no role in many problems of the theory of

functions and can be neglected. For example,a function f(x) is Riemann

integrable if and only if it is bounded and the set of its points of dis-
continuity has measure zero. We could add a considerablenumber of

such examples.)

Measurable functions. We now proceed to one of the most brilliant

applications of the concept of measure of sets, namely, a description of

that class of functions with which mathematical analysis and the theory
of functions actually operate. The precise statement of the problem is as

follows. If a sequenceUn(x)} of functions given on a certainset E converges

at every point of E possibly at the points of a set N of measure zero,
then we shall say that the sequence Un(x)} convergesalmost everywhere.

What functions can be obtained from continuous functions by repeated
application of the operation of forming the limit of an almost everywhele
conVergent sequence of functions and of algebraic operations?

To answer this question we require some new concepts.
Letf(x)bea function defined on a set E and 0:an arbitrary real number.

We denote by)

E[f(x) > 0:]

the set of all points of E for whichf(x) > 0:. For example, if f(x) is defined
on [0, I] and f(x)

= x on this interval, then set E[f(x) > 0:] is equal to
[0, I] for 0: < 0, to (0:, 1] for 0 \n 0: < I, and empty for 0: \n l.)

* The same argument shows that every countable point set on the line has measure
zero.)))
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A function /(x) defined on a set E is called measurable jf E itself is

measurable and the set E[f(x) > 0:] is measurable for every real number 0:.

One can show that every continuous function given on an interval is

measurable. However, among the measurable functions there are also

many discontinuous functions, for example the Dirichlet function which

is equal to I at the irrational points of [0, I] and 0 elsewhere.

We mention without proof that measurable functions have the following

properties.

I. If f(x) and rp(x) are measurable functions defined on one and the
same set E, then the functions)

f + rp,f -
rp,f

.
rp)

fand
rp)

are also measurable (the latter if rp \"* 0).

This property shows that algebraic operations on measurable functions

lead again to measurable functions.

2. If a sequence {fn(x)} of measurable functions defined on a set E
convergesalmost everywhere to a function f(x), then this function is also
measurable.

Thus, the operation of forming the limit of an almost everywhere
convergent sequenceof measurable functions again leads to measurable
functions.

Thesepropertiesof measurable functions were established by Lebesgue.

A deeper study of measurable functions was carried out by the Soviet
mathematiciansD.F. Egorov and N. N. Luzin. In particular, N. N. Luzin
has proved that every measurable function on an interval can be made

continuous by changing its values on a certain set of arbitrarily small

measure.

This classical result of N. N. Luzin and the properties of measurable
functions listed enable us to prove that measurable functions form that

class of function of which we talked at the beginning of this subsection.

Measurable functions are also of great importance in the theory of
integration, namely, the concept of an integral can be generalized in such

a way that every bounded measurable function turns out to be integrable.
A detailed account of this will be given in the next section.)

\n6. The Lebesgue Integral

We shall now proceed to the central theme of this chapter, the definition

of the Lebesgue integral and an account of its properties.

To understand the underlying principle of this integral, let us consider)))
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the following example. Suppose that there is a large collection of coinsof
various denominations and we have to add up the total sum of money
involved. This can be done in two ways. We can arrange the coins in a

row and add the value of each new coin to the total value of the preceding

ones. However, we can also proceeddifferently: We put the coins in heaps

such that the coins in each heap are of equal value; then we count the

number of coins in each heap, multiply this number by the value of the

corresponding coin, and finally add up the numbers so obtained.The
first method of counting money corresponds to the process of Riemann

integration, and the second to the process of Lebesgue integration.
Going over from coins to functions, we can say that for the computation

of the Riemann integral the domain of definition of the function (the axis

of abscissas; figure 2a) is divided into small parts, while for the computa-)

Yi)

o) a) b) x)

FIG.2a.)

tion of the Lebesgue integral it is the domain of values of the function

(the axis of ordinates; figure 2b) that is so divided. The latter principle

was applied in practice long before Lebesgue for the computation of

integrals of functions of oscillating character; however, Lebesgue was the

first to develop it in all generality and to give it a rigorous foundation by
means of the theory of measure.

Let us examine how the measure of sets and Lebesgue integral are

connected. Let E be an arbitrary measurable set on an interval [a, b].)))
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We construct a function rp(x) which is equal to I when x belongs to E
and zero when x does not belong to E. In other words, we set)

rp( )
= \\

I x E E.
x

10x E E.)

:

}

----------------------------------
-----------------------------
-----------------------------
-----------------------------)

a) x)

A)

o)

FIG.2b.)

The function rp(x) is usually called the characteristic function of E. We

consider the integral)
b

I =
f rp(x) dx.

n)

We are well accustomed to regarding the integral as equal to the area
of the figure D bounded by the axis of abscissas,the lines x = a, x = b,
and the curve y = rp(x) (see Chapter 11).Sincein our case the \"height\" of

D is different from zero and is equal to I for the points x E E and these

points only, the area (by the formula that area is length times width) must

be equal numerically to the length (measure) of E. Thus, I must be equal
to the measure of E)

1= p,E.) (6))

The Lebesgue integral of the function rp(x) is defined just so.
The readershould realize clearly that the equation (6) is the definition

of the integral t rp(x) dx as a Lebesgue integral. It can happen that the
a

integral I does not exist in the sense in which it was understood in Chapter
II, i.e.,as a limit of integral sums. But if this is the case, then the integral I

exists as a Lebesgue integral and is equal to p,E.)))
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As an example let us calculate the integral of the Dirichlet function

tP(x) equal to 0 at the rational points and to I at the irrational points of

[0, I]. Sincethe measure of the set of irrational points of [0, 1] is I, by (5),

the Lebesgue integral)
1

J <P(\n) dx
o)

is equal to l. It is easy to verify that the Riemann integral of this function

does not exist.)

An auxiliary proposition. Suppose now thatf(x) is an arbitrary bounded

measurable function defined on [a, b]. We shall show that every such
function can be represented with arbitrarily prescribed accuracyasa linear

combination of characteristic functions of sets. In order to see this we

divide up the interval of the ordinate axis between the greatest lowerbound
A and the least upper bound B of the values of the function by points

Yo
= A, Yl , ..., Yn = B into intervals of length less than E, where E is an

arbitrary fixed positive number. Next, if at the point x E {a, b],)

Yi \nf(x) < Yi+] (i
= 0, I, ..., n - I),)

then we set at that point)

cp(x)
= Yi ,)

and if at x)

f(x) =
Yn

=
B,)

then we set)

cp(x) =
Yn .)

The construction of the function cp(x) is shown in figure 3.
By the construction of cp(x) we have for every point of [a, b])

If(x)
- cp(x)I < E.)

Moreover, since the function cp(x)assumesonly a finite number of values
Yo, Yl, ..., Yn , it can be written in the form)

cp(x) =
Yo

.
CPo(x) + Yl

.
cpl(X) + ... + Yn

.
CPn(x), (7))

where cpi(X) is the characteristic function of the set of points for which

cp(x)
= Yi, i.e.,. Yi \nf(x) < Yi+l (at every point x E [a, b] only one sum-

mand on the right-hand side of (7) is different from zero)! Thus, our

proposition is proved.)))
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Definition of the Lebesgue integral. We now proceed to the definition

of the Lebesgue integral of an arbitrary measurable function. Since

cp(x) differs by little from f(x), we can take, as an approximation of the
value of the integral off(x), that of cp(x). But when we bear in mind that

the functions cpi(X) are characteristic functions of sets and formally use

the ordinary rules of computation for integrals, we find)

r cp(x)dx = r {YoCPo(x) + YIcpI(X) +
... + YnCPn(x) } dx

a a)

= Yo J

b

CPo(x) dx + )'1 r cpI(X) dx +
... + Yn r CPn(x) dx

a a a)

= J'o/Leo + YIp.e I +
.., + Ynp.e n ,)

where p.e i is the measure of the set ei of those x for which)

Yi \nf(x) < Yi+1 .

Thus, an approximate value of the Lebesgue integral of f(x) is the
\"Lebesgue integral sum\

S =
Yo/Le o + YIp.e I + ... + Ynp.e .)))
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In accordance with this the Lebesgue integral is defined as the limit of

the Lebesgue integral sum S when)

max I Yi+l
-

Yi I -+- 0,)

which corresponds to uniform convergence of cp(x) to f(x).
It can be shown that the Lebesgue integral sums have a limit for every

bounded measurable function, i.e., every bounded measurable function

is Lebesgue integrable. The Lebesgue integral can also be extended to
certain classesof unbounded measurable functions, but we shall not deal
with this here.)

Properties of the Lebesgne integral. The Lebesgue integral has all the
desirable properties of the ordinary integral, namely, the integral of a
sum is equal to the sum of the integrals, a positive factor can be taken

before the integral sign, etc. However, the Lebesgue integral has one
remarkable property that the ordinary integral does not have: If the

functions fix) are measurable and uniformly bounded:)

I fn(x) I < K)

for every n and every x in [a, b) and if the sequence Un(x)}convergesalmost

everywhere to f(x), then)

r fn(x) dx -+-
r f(x) dx.

a a)

In other words, the Lebesgue integral permits unrestrictedpassageto the

limit. In fact, this property of the Lebesgue integral makes it a very
convenient and often an indispensable tool in many investigations. In
particular, the Lebesgue integral is absolutely necessary in the theory of

trigonometric series, the theory of function spaces (see Chapter XIX),
and other branchesof mathematics.

Let us give an example. Letf(x) be a periodic function with period 21T
and)

\no
+ t (an cos nx + bn sin nx)

n=l)

its Fourier series. If, for example, f(x) is continuous, then it is easy to
show that)

\n J\n
f2(x) dx =

\n\n
+

\n
(a\n + b\n).) (8))))
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This identity is known as Parseval's equality. Now we raise the question:
For what class of periodic functions is Parseval's equality (8) valid? This

is the answer: Parseval's equality (8) is valid if and only if I(x) is measur-
able on [0, 21T] andj2(x) is Lebesgue integrable on the same interval.)

Suggested Reading

F. Hausdorff, Set theory, 2nd ed., Chelsea, New York, 1962.
J. M. Hyslop, Real variable, Interscience, New York, 1960.

E. Kamke, Theory of sets, Dover, New York, 1950.
E. Landau, Foundations of analysis: the arithmetic of whole, rational, irrational

and complex numbers, Chelsea, New York, 1951.
E. J. McShane and A. T. Betts, Real analysis, Van Nostrand, New York, 1959.)))



CHAPTER) XVI)

LINEAR ALGEBRA)

\nl. The Scope of Linear Algebra and Its Apparatus

Linear functions and matrices. Among the functions of a single
variable, by far the simplest is the so-called linear function I(x)

= ax + b.
Its graph is, of course,the simplest of curves, namely the straight line.

All the same, the linear function is one of the most important. This is
due to the fact that every \"smooth\" curve on a small segment is like a

straight line, and the less curved the segment is, the nearer it comes to a
straight line. In the language of the theory of the functions, this means

that every \"smooth\" (continuously differentiable) function is, for a
small change of the independent variable, close to a linear function. The
linear function can be characterized by the fact that its increment is

proportional to the increment of the independent variable. Indeed:

Ll/(x) = I(xo + Llx) - I(xo ) = a(x o + Llx) + b - (axo + b) = a Llx.Con-
versely, if Ll/(x) = a Llx, then I(x)

- I(xo ) = a(x -
xo) and I(x) =

ax + I(xo )
- ax o

= ax + b, where b = I(xo )
- axo' But from the

differential calculus, we know that in the increment of an arbitrary

differentiable function we can single out in a natural way the principal
part, the so-called differential of the function, which is proportional to
the increment of the independent variable, and that the increment of the
function differs from its differential by an infinitesimal of higher order
than the increment of the independent variable. Thus, a differentiable

function is, for an infinitely small change of the independent variable,
really close to a linear function to within an infinitesimal of higher

order.

The situation is similar with functions of several variables.
A linear function of several variables is a function of the form

a1x1 + a2x2+ ... + anx n + b. If b = 0, the linear function is said to be

37)))
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homogeneous. A linear function of several variables is characterized by

the following two properties:

I. The increment of a linear function, computed under the assumption
that only one of the independent variables receives some increment while

the values of the remaming variables are unchanged, is proportional to
the incrementof this independent variable.

2. The increment of a linear function, computed under the assumption
that all the independent variables obtain increments,is equal to the alge-
braic sum of the increments obtained by changing each variableseparately.

The linear function of several variables plays the same role among all

the functions of these variables as the linear function of one variable
among all the functions of one variable. For every \"smooth\" function

(i.e., a function having continuous partial derivatives with respect to all

variables) is close to some linear function for small changes of the inde-
pendent variables. In fact, the increment of such a function w = f(x} ,
x2 , ..., x n ) is equal, to within infinitesimals of high\nr order, to the total
differential (of/ox}) dx} + ... + (ofjox n ) dx n , which is a linear homo-
geneous function of the increments dx}, ..., dX n of the independent
variables. Hence it follows that the function It' itself, which is equal to the
sum of its initial value and its increment, can be expressedin terms of its

independent variables for small changes of these in the form of a linear
inhomogeneous function to within infinitesimals of higher orders.

Problems whose solution requires the investigation of functions of

several variables arise in connection with the study of the dependenceof

one quantity on several factors. A problem is called linear if the dependence
under consideration turns out to be linear. By the properties of linear

functions that we have indicated earlier, a linear problem can be charac-
terized by the following properties.

I. The property of proportionality. The result of the action of each

separate factor is proportional to its value.
2. The property of independence. The total result of an action is equal

to the sum of the results of the actions of the separate factors.
The fact that every \"smooth\" function can be replacedin a first approxi-

mation by a linear one, for small changes of the variables, is a reflection
of a general principle, namely that every problem on the change of some

quantity under the action of several factors can be regarded in a first

approximation, for small actions, as a linear problem, i.e., as having the

properties 'of independenceand proportionality. It often turns out that

this attitude gives an adequate result for practical purposes(the classical

theory of elasticity, the theory of small oscillations,etc.)
The physical quantities to be studied are often characterized by certain)))
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numbers (a force by the three projections on the coordinate axes, the

tension at a given point of an elastic body by the six components of the
so-called stresstensor,etc.).Hencethere arises the necessity of considering
simultaneously several functions of several variables, and, in a first

approximation, of several linear functions.

A linear function of one variable is so simple in its properties that it

does not require any special study. Things are different with linear functions

of several variables, where the presence of many variables introduces
somespecialfeatures. The situation is still more complicatedwhen we go

from a single function of several variables Xl , X2 , ..., Xn to a set of several
functions YI , Y2 , ..., Ym of the same variables. As a \"first approximation\"

there appears here a set of linear functions:)

YI = allx l + ... + alnx n + b l ,
Y2

= a 2lx I + ... + a2n x n + b2 ,)

Ym
= amix i + '\" + amnx n + b m .)

A set of linear functions is already a rather complicated mathematical

object, and the study of its full of interesting and nontrivial results.

The study of linear functions and their systems also constitutes the
initial object of that branch of algebra that is called linear algebra.

Historically, the first task of linear algebra is that of solving a system
of linear equations:)

allxl + ...+ alnx n
= b l ,

a2l x I + ... + a2n x n = b2 ,)

0mIXI + ... + amnx n = b m .)

The simplest case of this problem is treated in a school course on
elementary algebra. The problem of finding methods for the simplest
possible and least laborious numerical solution of systems for large n still

attracts the close attention of many researchers, because the numerical
solution of such systemsenters as an important constituent part into many
calculations and investigations.

Linear homogeneous functions are also known as linear forms. A given
system of linear forms)

YI = all Xl + ... + 0lnXn ,)

Ym
= 0mIXI + ... + amnx n)

is completely described by its system of coefficients, since the properties)))
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of such a system of forms depend only on the numerical values of the

coefficients and the names of the variablesare inessential.
For example, the system of forms)

3xl + X 2
- Xa,

2xl + X 2 + 3x a , and

Xl -
X2

-
Xa)

31 1 + 12
- la,

211 + 12 + 31a ,
11- 12

-
la)

obviously have identical properties and need not be regarded as essentially
distinct.

The set of coefficients of a system of linear forms can be given in a

natural way in the form of a rectangular array)

[

\n.I.l. .::: .\n\n\n

]

.

amI
... a mn)

Such arrays bear the name of malrices.The numbers aij are called the
elements of the matrix. The need of considering matricesarisesnecessarily

from the very scope of linear algebra.
Important special cases of matrices are the matrices that consist of a

single column, which are simply called columns, those that consist of a

single row, called rows,and finally the square matrices, i.e., those in which

the number of rows is equal to the number of columns. The number of
rows (or columns) or a square matrix is called its order. The \"matrix\"

(a) consisting of a single number is identified with that number.
In connection with the simplest operations on a set of linear forms, it is

natural to define operations on matrices.
Supposethat two systems of linear forms are given,)

Yl
= aUx l + ... + a1n x n ,)

Ym
= a m1 x 1 +

... + amnx n ,)

and)

ZI = bU XI +
... + b1n x n ,)

Zm = bmlXl + ... + bmnxn .)

Let us add these forms,)

Yl + Zl = (au + bu) Xl + ... + (aln + bIn) Xn ,)

Ym + Zm
= (amI + bm1 ) Xl + ... + (amn + b mn) Xn')))
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It is natural to say that the matrix of the system of forms so obtained

[

\nl.l. . .\n . \n\n.l. . : : : .\n\n\n.. \n. .\n\n\n

]amI + bml
... a mn + b mn)

is the sum of the matrices)

[

\n\nl..\"\"\".\n.l:'

]

and

amI... Qmn) [

\n\n\n......' .\n.l.n

]

.

b ml
... bmn)

Similarly, t he product of the matrix)

[

\nl.l..\"\": .\n\n\n

]amI
... a mn)

by the number c is defined as the matrix of the coefficients in the system

of forms CY1' CY2, ..., cYm, where YI , Y2, \"',Ym are the forms whose
coefficients constitute the matrix)

[

\nl.l..:\"\" .\n.l\n

]

.

amI
... amn)

From this definition it is clear that)

C

[

\nl.l..\":\" .\n\n\n

]

=

[

C.\n\n\n. ....... \n.\n\n\n

]

.

amI.\" a mn ca ml
...

ca\"'n)

Finally, the operation of multiplication of a matrix by a matrix is defined
as follows. Suppose that)

Zl =
allYl + ... + a1mYm ,)

(I))

Zk = aklYI + ... + akmYm)

and)

Yl = bllx I + ... + blnx n ,)

Ym
= bmlXI + ... + bmnxn.)

When we substitute in (I) the expressions of Yl , Y2 , \"',Ym in terms of)))
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Xl' X 2 , ..., Xn , we find that Zl , Z2 , \"',Zk can also be expressedin terms

of Xl' X 2 , ..., Xn by linear forms)

Zl
= CnX I + ... + ClnX n ,)

Zk
= CklXI + ... + CknXn .)

The matrix of coefficients)

[

C.I.I. ....... \nl.n

]Ckt
...

Ckn)

is called the product of the matrices)

[

a.
l
.
l
. ........\n\n\n

Jakl
...

akm)

and

[

\nl.\n.:.':.\n\n\n

]b mt
.., bmn)

and is denoted by)

[

\n\nl.\"\"\",,\n\n\n

] [

\n\n\n........\n\n\n

]

.

a kt
.,.

akm b\"l1
.., b mn)

It is easy to calculate how the elementsof the product of two matrices
are expressed in terms of the elements of its factors. The element Cij is

the coefficient of Xi in the expression for Zi in terms of Xl' X 2 , ..., Xn .

But Zi =
ailYI + ... + aimYm and

YI = ... + b]jXi + ...,)

Ym = ... + bmiXi + ....)

Therefore,)

Zi
= ... + (ailbli + .\" + aimb mi ) Xi + ...,)

hence)
Cii

= ailbli + ... + aimb mi .)

Thus, the element in the ith row and the jth column of the product of

two matrices is equal to the sum of the products of the elementsof the

ith row of the first factor into the corresponding elements of the jth

column of the second factor. For example:)

(

3 I
.

(

2 I 3
)

I 2

)

=
(
2 .

3 + I
. I + 3 .2 2 . I + I . 2 + 3

. 4

)
=

(

13 16
)

.
3 I I 3 . 3 + 1 . I + 1 .2 3

. I + 1 . 2 + 1 . 4 12 9
.

24)))
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Although a matrix is, so to speak,a \"composite\" object and many
elements enter into its formation,it is useful and convenient to denote it by a

single letter and to preservethe usual notation for operations of addition
and multiplication. We shall use the capital letters of the Latin alphabet

to denote matrices. The application of such a concise notation brings
simplicity and lucidity into the theory of matrices by embracing in short

formulas, that remind us of the formulas of ordinary algebra, complicated

relations connecting a set of numbers, namely the elements of the matrix

that occur in these formulas. Thus, for example, the set of linear forms)

allx l + ... + alnx n ,)

amix i + ... + amnx n)

appears in matrix notation as AX, where A is the coefficient matrix and

X the \"column\" formed by the variables Xl' X2 , ..., Xn . The system of
linear equations)

allx l + ... + alnx n = b l ,)

amix i + ... + amnx n = b m)

is written as)

AX= B,)

where A is the coefficient matrix, X the column of the unknowns, and B
the column of the absolute terms.

The fundamental operations on matrices, namely addition and multi-

plication, are, of course, not always defined. The operation of addition

makes sense for matrices of equal structure, i.e., having the same number
of rows and of columns. As the result of addition, we obtain a matrix

of the same structure. The operation of multiplication makes sense if the
number of columns of the first matrix is equal to the number of rows of
the second. As the result we obtain a matrix in which the number of rows
is equal to the number of rows of the first factor and the number of
columns is equal to the number of columns of the second factor.

The operations on square matrices are subject to most of the laws for
operationson number, but some of the laws turn out to be violated.

Let us enumeratethe fundamental properties for operations on matrices:)

I.A+B=B+A
2. (A + B) + C = A + (B + C)
3. c(A + B) = cA + cB

I
3'. (ci + c2 ) A = cIA + c2 A

\n)

(commutative law for addition).

(associative law for addition).

(distributive laws for multiplication

by a number. Here c, C I , C2 are

numbers and not matrices).)))
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4. (C1C2 ) A = C1(c2 A)) (associative law for multiplication
by a number).)

5. There exists a \"null\" matrix)

0=

(

\n...'...?

)0\", 0)

such that A + 0 = A for every matrix A.

6. C' 0 = 0 . A = 0; conversely, if cA = 0, then c = 0 or A = 0

(here c is a number).
7. For every matrix A there exists an opposite matrix -A, i.e., such

that A + (-A) = O.

8. (A + B)
. C = AC + BC I

8'. C(A + B) = CA + CB
\\

9. (AB) C = A(BC)
10. (cA) B = A(cB) = c(AB).)

(distributive laws for addition and

multiplication of matrices).
(associative law for multiplication).)

These properties hold not only for square matrices but also for arbitrary

rectangular matrices with the sole proviso that the operations that occur

in each of the numbered formulas must be defined. For square matrices
of equal order this proviso is automatically fulfilled.

All these properties of the operations are similar to the properties of

operations on numbers.
We shall now point out two peculiarities of the operations on matrices.

First, the commutative law for the multiplication of matrices, even square
ones, need not hold; i.e., AB is not always equal to BA. For example:)

(

3 -2

) (
1 2

)
=

(
-3 2

)
.

-I 4 3 2 II 6 '

(
I 2

) (
3 --2

)
=

(
I 6

)3 2 -1 4 7 2
.)

Second, the product of two numbers is, of course,equal to zero if and

only if one of the factors is equal to zero.This theorem is well known to
be fundamental in the theory of algebraic equations. But under multiplica-

tion of matrices it turns out to be false. For the product of two matrices

may be equal to the null matrix, although neither factor is equal to the

null matrix. For example:)

(

I I

) (

.
1 I

) (
0 0

)I I -I -I
=

00 .)))
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Let us mention yet another property of the multilplication of matrices.

The matrix A is called the transposeof A if in every row of A there stand

the elements of the correspondingcolum'lof A in the same order. For
example, for the matrix)

A \n

n :])

the transpose is the matrix)

[

1 3 5

]
.4=

246')

The operation of multiplication is connected with that of transposition

by the formula)

- --
A B = BA ,)

which is easily verified on the basis of the multiplication rule for matrices.
The theory of matrices forms an indispensable part of linear algebra

in that it plays the role of an apparatus for stating and solving its problems.)

Geometric analogies in linear algebra. Apart from the earlier de-
scribed source for the emergence of the ideas and problemsof linear

algebra, there are also the needs of mathematical analysis and geometry,
in particular analytic geometry, that lead to the development of linear
algebra and, in turn, enrich it by important ideas and analogies. It is well
known that the analytic geometry of the plane, and, in an even greater

measure, of the space, as far as the theory of straight lines and planes is

concerned, makes use of the apparatus of linear algebra in its simplest
form. For a straight line in the plane is given by a linear equation in two
variables that links the two coordinates of an arbitrary point of the line.
A plane in space is given by a linear equation in three variables (the
coordinates of an arbitrary point of this plane), a line in space by two
linear equations.

A special simplicity and clarity is, of course,brought into analytical

geometry and consequently into the theory of the simplest systems of

linear equations by the use of a concept of a vector. Now a similar

simplicity and clarity is brought into linear algebra, in particular into the

general theory of systemsof linear equations, by the use of the concept of

a vector in a generalized sense. The way to this generalization is the

following. A vector (in space) is given by three numbers, namely its three
projectionson the coordinate axes. Every triplet of real numbers in turn
can be representedgeometrically in the form of a vector (in space).)))



46) XVI. LINEAR ALGEBRA)

For vectors the operations of addition (\"by the parallelogram rule\
and multiplication by a number are defined. These operations are defined

in accordance with similar operations on forces, velocities, accelerations,

and other physical quantities that can be represented by means of vectors.
If vectors are given by their coordinates (i.e., their projections on the

coordinate axes), then the operations of addition and multiplication by a

number performed on vectors correspond to the analogous operations

on the rows (or columns)of their coordinates.

Thus, it is convenient to interpret a row or column of three elements

geometrically as a vector in three-dimensional space, and then the basic
operationson \"rows\" (or \"columns\") are interpreted by the corresponding

operations on vectors in space, so that the algebra of rows (or columns)

of three elements formally does not differ at all from the algebra of the

vectors of three-dimensional space. This circumstance makes it natural

to introduce a geometric terminology into linear algebra.
A column (or row) of n numbers)

(D)

is regarded as a \"vector\", i.e., as an element of some \"n-dimensional

vector space.\" The sum of the vectors)

(

\n:

)

and

(

\n:

)\n\" ;n)

is taken to be the vector)

(

\n;.;. !:
)X n + Yn)

the product of the vector)

C))))
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by the number e is taken to be the vector)

(

eXt

)

eX2

eXn)

The set of all vectors (columns) forms, by definition, the n-dimensional

arithmetical vector space.
Together with the n-dimensional arithmetical vector space we can

introduce the concept of an n-dimensional point space, by associating
with each column of n real numbers a geometrical image, namely a point.

Then the n-dimensional vector space is defined in the following way.

With every pair of points A and B we associate the vector AB leading

from A to B by taking as its coordinates (its projectionson the coordinate

axes), by definition, the difference of the corresponding coordinates of the

points Band A. Two vectors are taken to be equal if their corresponding

coordinates are equal, just as in three-dimensional space we regard vectors
as equal if one of them is obtained from the other by a parallel shift.

Betweenthe vectors of an n-dimensional vector space and the points

of an n-dimensional point space, there exists a natural one-to-one cor-
respondence.

The point)

G))

is taken as the \"origin of coordinates,\" and to every point therecorresponds
the vector that joins the origin to that point. Then we associate with every

vector the point that is the end point of this vector, assuming that its

beginning coincides with the origin. The introduction of the point space

creates new analogies that enable us to \"see\" better in n-dimensional

space.

However, in the further generalizations (\n2) a rigorous definition of a
point space becomes rather more complicated, and we shall, therefore,

not make use of this concept. The reader who wishes to use the analogies

arising from the investigation of a point space should visualize the elements
of a vector space as vectors emanating from the origin of coordinates.)))
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The introduction of a geometric terminology enables us to use in linear

algebra analogies based on the geometricintuition which originates in the

study of the geometry of three-dimensional space.
Of course,these analogies must be used with a certain care, bearing in

mind that every intuitive-geometric argument can be checkedin a strictly

logical way applying only precise definitions of \"geometric\" concepts and
rigorous proofs of theorems.

A characteristic feature of the elements of an n-dimensional vector

space is the existence of the operations of addition and multiplication by

a number, with properties reminiscent of the operations on numbers.

Namely, as we have already mentioned in the account of the properties of
operationson matrices, for the operation of addition the commutative

and associative laws are satisfied,the distributive laws (for multiplication
by a number) hold, the operation of addition has a unique inverse, and
the product of a vector by a number gives the null vector if and only if
either the vector is the null vector or the number is zero.

However, not only these columns (and rows)possessthe features referred

to. Such features also belongto the set of matrices of equal structure and
to physical vector quantities: forces, velocities, accelerations, etc. They

also belong to some mathematical objectsof an altogether different nature,
for example: the set of all polynomials in one variable, the set of all

continuous functions on a given interval [a, b], the set of all solutionsof a

linear homogeneous differential equation, etc.
This circumstance motivates a further generalization of a vector space,

namely the introduction of general linear spaces. The elements of such

generalized spaces may be arbitrary mathematical or physical objects for

which the operations of addition and multiplication by a number are
defined in a natural fashion. Such a very general and abstract approach
to the concept of a linear space does not bring any complications into the

theory, as we have seen earlier:Every linear space (of course, n-dimen-
sional; the meaning of this will be clarified in the next section) does not

differ in its structure and its properties from the arithmetical linear space,
but the field of applicability is considerably extendedby this generalization

and it becomes possible to apply the methods of linear algebra to a very

wide range of problems of theoretical science.)

\n2. Linear Spaces

Definition of a linear space. We now proceed to a rigorous definition

of a linear space.
A linear space is a collection of objectsof an arbitrary nature for which)))
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the concepts of a sum and of a product by a number make sense and which

satisfy the following postulates:

1. (X + Y) + Z = X + (Y + Z).
2. There exists a \"null\" element 0 such that X + 0 = X for every X.
3. For every element X there exists an opposite -X such that

X + (-X) = O.
4. X + Y = Y + x.
5. I . X = X.

6. CI(C2 X)
= C I C2X.

7. (c i + c2 ) X = cIX + c2X.

8. c(X + Y) = cX + C Y.

Here X, Y, Z are e1ements of the linear space; I, CI , C2, C are numbers.
These postulates (which are also called the axioms of a linear space)

are very natural and constitute a formal account of t.hose properties of
the operationsof addition and multiplication by a number that are neces-

sarily linked with the concept of these operations in whatever generalized

sense they are to be understood.Operations having one physical meaning
or another are, in fact, treated as addition and multiplication by a number

in all cases when these operations satisfy the postulates 1-8.
We mention some consequences of these axioms:
a. The null element 0 of the space is unique, i.e., there exists only one

element satisfying axiom 2.

b. The opposite element of a given element X is unique.
c. \"Subtraction\" has a meaning; i.e., when a sum and one of the

summands is given, the other summand is always defined,in fact, uniquely:

If X + Z =
Y, then Z = Y + (-X).

d. 0 . X = C
. 0 = O.

e. If cX = 0, then either c = 0, or X = O.

f. -X = (-I) X.
The proof of these consequences are very simple and will be omitted.

In what follows the elements of a linear space will be called vectors.)

Linear dependence and independence of vectors. We now proceed to
the important concept of linear dependence and independenceof vectors.

The vector CIX I + C2 X 2 + ... + cmXm with arbitrary numerical values
of the coefficientsC I , C2 , ..., Cm is called a linear combination of the

vectors Xl' X2 , ..., Xm. If among the vectors Xl' X 2 , ..., X m there is at

least one that is a linear combination of the remaining ones, then the

vectors Xl' X2 , ..., X m are called linearly dependent. But if none of the)))



50) XVI. LINEAR ALGEBRA)

vectors Xl' X2 , ..., X m is a linear combination of the remaining ones,

then the vectors Xl' X2 , ..., X m are called linearly independent.
It is easy to seethat for linear independence of the vectors Xl , X 2 , '''1,

X m it is necessary and sufficient that the relation CIXI + C2 X 2 + .\"

+ cmXm
= 0 should hold for CI = C 2

= \", = Cm
= 0 only.

For vectors of the ordinary three-dimensional space the concepts of
linear dependence and independence have a simple geometrical meaning.

Suppose two vectors Xl and X 2 are given. Their linear dependence means
that one of the vectors is a \"linear combination\" of the other, i.e., that they

differ simply by a numerical factor. This means that both vectors belong
to a common straight line, i.e., that they have equal or opposite direction.

Conversely, if two vectors are contained in one straight line, then they

are linearly dependent. Consequently linear independenceof two vectors

Xl and X2 means that these vectors cannot be placed on one straight

line; their directions are essentially distinct.
Let us now investigate what linear dependence and independence of

three vectors means. Suppose that the vectors Xl' X2 and Xa are linearly
dependent and, for the sake of definiteness, that the vector Xa is a linear
combination of the vectors Xl and X2 . Then Xa obviously lies in a plane

containing the vectors Xl and X 2 ; i.e., all three vectors Xl , X 2 , Xa belong
to one plane. It iseasyto seethat if the vectors Xl' X2 , Xalie in one plane,
then they are linearly dependent. For if the vectorsXl and X 2 do not lie
on one line, then X a can be decomposed with respect to Xl and X2 , i.e.,

represented as a linear combination of Xl and X2 . But if Xl and X2 lie

on one line, then already Xl and X2 are linearly dependent.

Thus, linear dependenceof three vectors Xl , X 2 , Xa is equivalent to the
fact that they lie in one plane. Therefore Xl' X 2 , Xa are linearly indepen-
dent if and only if they do not belong to one plane.

Four vectors in three-dimensional space are always linearly dependent.

For if the vectors Xl' X2 , Xa are linearly dependent, then the vectors

Xl' X2 , Xa, X4 are also linearly dependent for any X4 . But if Xl' X2 , Xa

are linearly independent, then they do not lie in one plane and every vector
X4 can be decomposed with respect to Xl' X2 , Xa, i.e., represented as a
linear combination of them.

The preceding arguments can be generalized in the following way.
In three-dimensional space the vectors Xl' X 2 , ..., Xk (k \n 3) are

linearly dependent if and only if they belong to a space (straight line or
plane) of a dimension less than k.

In what follows we shall see after a rigorous definition of subspace and

dimension that also in the general case linear dependenceof the vectors

XI', X 2 , ..., Xk is equivalent to the fact that they belong to a space whose
dimension is less than k; i.e., the \"geometrical\" meaning of linear depen-)))
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dence remains the same as for vectors in three-dimensional space.

The following theorem plays a fundamental role in the theory of linear
spaces.If the vectors Xl' X 2 , ..., Xm are linear combinations of the
vectors Y I , Y2 , ..., Yk and m > k, then Xl' X 2 , ..., X\". are linearly
dependent (theorem on the linear dependence of linear combinations).

For k = I the theorem is obvious. For k > I it is easily proved by the

method of mathematical induction with respect to k.)

Basis and dimension of a space. In three-dimensional space any three

vectors Xl , X 2 , Xa that do not lie in one plane (i.e., that are linearly

independent) form a basis of the space, which means that every vector of
the spacecan be decomposed with respect to Xl , X 2 , Xa, i.e., represented
as a linear combination of them.

General linear vector spacescan be divided into two types.
It can happen that a space contains an arbitrarily large number of

linearly independent vectors. Such spacesare called infinite-dimensional

and their study leads to a branch of linear algebra that is the topic of a
specialmathematical discipline, functional analysis (see Chapter XIX).

A linear space is called finite-dimensional if there existsa finite bound

for the number of linearly independent vectors, i.e., a number n such that

there exist in the space n linearly independent vectors, but that any vectors

more than n in number are linearly dependent. The number n is called the
dimension of the space.

Thus, the space of vectorsof the ordinary geometrical three-dimensional

s\nace is three-dimensional also in the sense of the general definition we

have given. For in the three-dimensional geometric space, there exist
many triplets of linearly independent vectors, but any four vectors are

linearly dependent.

The space of n-term columns is n-dimensional in the sense of our
definition. For there are n linearly independent vectors in the space, for

example)

but every vector)

e.\n

(l).

e,\no

C)'H.

e\"\n

(D

(

;:

)x\

(2))))
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of the space is a linear combination of them, namely: x1e1 + x2e 2 + ...

+ xne n . Therefore by the theorem of linear dependence of linear combina-
tions any vectors more than n in number are linearly dependent.

Polynomials in one variable form a linear space. For there is a natural

definition of the operations of addition and of multiplication by a number
for polynomials,and they satisfy the axioms 1-8. However, this space

is infinite-dimensional, since the vectors I, x, ...,xN
are linearly indepen-

dent for any N. But the set of polynomialswhosedegreedoesnot exceed a

given number N form a finite-dimensional space whose dimension is N + I.

For the vectors I, x, ...,xN
are linearly independent and their number is

N + I. Now every polynomial whosedegreedoesnot exceed N is a linear
combination of I, x, ..., x N

so that by the theorem on linear independence

any polynomials of degree \n N, if they are more than N + I in number,

are linearly dependent.
We now introduce the important concept of a basisfor an n-dimensional

space. A basis is defined as a set of linearly independent vectors of the
spacesuch that every vector of the space is a linear c.ombination of vectors

of this set. Thus, in the space of columns a basisis, for example, the set
of vectors (2). In the space of polynomials of degree \n N the \"vectors\"

I, x, ..., xN
can be taken as a basis. In the three-dimensional geometrical

space any triplet of linearly independent vectors plays the role of a basis.
In an n-dimensional linear space, every set of n linearly independent

vectors (and the existence of at least one such set is part of the definition

of an n-dimensional space) form a basisof the space. For let e1 , e2, ..., en

be linearly independent vectors of an n-dimensional linear space and X

an arbitrary vector of the space. Then the vectorsX, e1, ...,en are linearly

dependent (since their number is more than n), i.e., there are numbers
c, C 1 , C2 , ..., Cn , not all equal to zero, such that cX + c1e1 + ... + cne n

= O.

Here C =1= 0, because if we had c = 0, then the vectors e 1 , e2 , ..., en
would be linearly dependent. Therefore X = - (c1/c)e1- ...-

(en/c) en;

i.e., every vector of the space is a linear combination of the vectors)
e1, e2, ..., en .

Every basis of an n-dimensional linearspaceconsists of exactly n vectors.
For the vectors of a basisare linearly independent and therefore their
number cannot be larger than n. On the other hand, let e1, e2 , \"., ek be
an arbitrary basis of an n-dimensional space. We have already established

that k \n n. But every vector of the space, by definition of a basis, is a
linear cpmbination of the vectors e1 , e2 , ..., ek and by the theorem on

linear dependence of linear combinations any vectors, more than k in

number, are linearly dependent, from which it follows that the dimension

n of the space is not larger than the number k of vectors of a basis.Thus,

k = n, and this is what we had to prove.)))
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We now introduce coordinates of a vector with respect to a given basis

e l , e2, ..., en . As we have shown earlier, every vectorX is a linear combina-

tion of the vectorsof the basis. This representation is unique. For suppose
that the vector Xis expressed in terms of the basis el , e2, ..., e\" in two ways:

X = Xlel + X2e2 +
... + X\"e n ,)

X = x\nel + x\ne2 +
... + x\ne\".

Then (Xl
-

X;) e l + (x 2
-

x\n) e2 + ... + (xn
-

x\n) en = 0, and from
this it follows by the linear independenceof el, e2,...,en that X = x; , ...,),
X\"

=
X\" .

The coefficients Xl' X 2 , ..., X\" in the decomposition of an arbitrary

vector X in terms of the vectorsof a basisarecalledthe coordinates of X

in this basis. In this way every vector, once a basis of the space is chosen,
can in a natural manner be associated with the row (or column) of its
coordinates and vice versa: every row (or column) of n numbers can be

regarded as the set of coordinatesof a certain vector.

The operations of addition of vectors and multiplication of a vector by

a number correspond to the similar operations on the rows (or columns)
of their coordinates.

Therefore every n-dimensional linear space, irrespective of the nature of
its elements (they may be functions, matrices, any physical quantities

whatsoever, etc.), does not differ at all from the space of rows(or columns)

with respect to these operations. Thus, as we have already mentioned, the

generalized axiomaticapproach to the concept of a linear space does not

lead to any complications in comparison with the treatment of the space
as a spaceof rows, but it extends the domain of applicability of this concept

considerably.
An identity of properties of two sets of objects in relation to a given

system of operations (or arbitrary other relations between their elements)
is calIed in mathematics an isomorphism. An exact definition of isomor-

phism of algebraic systemswill be given in Chapter XX. Using this term

we can say that all n-dimensional linear spaces, irrespective of the nature

of their elements, are isomorphic to one another and isomorphic to a

single model, namely the space of rows.)

Subspaces. A set of vectors of an n-dimensional linear space Rn,

satisfying the condition that every linear combination of arbitrary vectors

of the set under consideration also belongs to it, is called a subspaceof
the space. Obviously a subspace of the space Rn is itself a linear space and
has, therefore, bases and a dimension. It is also obvious that the dimension
of the subspace does not exceed the dimension of the whole space and can
be equal to it if and only if the subspace coincides with the whole space.)))
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Examples of subspacesof the three-dimensional vector space are the

planes and lines we have studied, to within a translation, more accurately,

the sets of all vectors that lie in a plane or on a line.
Very frequently we have to investigate the subspaces \"spanned\" by a

system of vectors. Thesesubspacesare defined as follows. Suppose that a
system of linearly independent or dependent vectors Xl , X 2 , ..., X m of the

space Rn is given. Then the set of all linear combinations of these vectors
{cIXI + C 2X 2 + ... + cmXm} forms a subspace of Rn which is called the

subspace spanned by the vectors Xl , X2 , ..., X\", .

The dimension of this subspace is called the rank of the system of
vectors Xl' X2 , ..., Xm. It is easy to see that the rank of a system of
vectors is equal to the maximal number of linearly independent vectors
contained in the system.

The \"set\" consisting only of the null vector formally satisfies the con-
ditions imposedon a subspace. The dimension of this subspace is taken to
be zero.

If two subspaces of a space Rn are given, then we can form from them

in a natural manner two other subspaces, their vector sum (or union)
and their intersection.

The vector sum of two subspaces P and Q is defined as the set of all
sums of vectors belonging to the subspaces P and Q. The vector sum can

also be regardedas the subspace spanned by the union of the bases of the

subspaces P and Q.
The intersectionof two subspaces is defined as the set of all vectors

that belong to both subspaces. For example,the vector sum of two planes
(i.e., two-dimensional vector subspaces) in the ordinary three-dimensional
space is the whole space (provided only that the planes do not coincide)
and their intersection is a straight line (under the same proviso).

The dimensions p and q of the two given subspaces, the dimension t of
their vector sum, and the dimension s of their intersection satisfy the

following interesting relation:)

p + q = t + s.

We omit the proof of this statement.

From this relation we can make certain deductions concerning the

intersection of subspaces in special cases. For example, two noncoincident

planes (i.e., two-dimensional subspaces) in a space of four dimensions
intersect in general only in a point (the dimensionof their intersection is

zero) and two planes intersect in a straight line only if their vector sum is

three-dimensional, i.e., if both planes belong to some three-dimensional

subspace. For in this case t + s = 2 + 2 =
4, from which it follows that

s = I only when t = 3.)))
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Complex linear spaces. In the description of the space of rows and of

the general linear space, we have not specifiedwhat sort of numbers we
are dealing with in the definition of the operation of multiplication of a

vector by a number. Since we have started out from a generalization of

the ordinary vectors, i.e., the directed segments in the geometrical three-

dimensional space, we have had in mind arbitrary real numbers. The
so-constructedlinear spaces, which are called real linear spaces,generalize

in the most natural way the three-dimensional space of ordinary vectors.
However,in many problems of contemporary mathematics it turns out to

be useful to consider a complex linear space. By this we mean a collection
of objectsfor which the operations of addition and of multiplication by

an arbitrary complex number are defined so that these operations satisfy
all the axioms 1-8. As an example of a complex space,we can take the

space of rows whose elements are arbitrary complex numbers.

Formally the theory of complexspacesdoes not differ essentially from

the theory of real spaces.
However, even a two-dimensional complex space does not have an

intuitive geometric interpretation. The fact is that an n-dimensional

complex space can also be regarded as a real one, in view of the fact that

since the operation of multiplication by an arbitrary complex number is
defined for it, the operation of multiplication by a real number is defined
just as well. But the dimension of a complexn-dimensional space regarded

as a real one is equal to 2n, i.e., twice as much. For if el , e2, ..., en is a
basisof the complex space, then we can take as a basis of the same space,
regarded as a real one, for example the vectors)

e1, ie1, e2 , ie 2 , ..., en, ien , where i = v=T.)

Therefore a two-dimensional complex space can be interpreted as a
real one, but four-dimensional.

Furthermore, the theory of linear spacesdoesnot undergo any changes

formally if as the collection of numbers by which the \"vectors\" of the

space may be multiplied we take an arbitrary set of numbers, other than

that of all real or all complex numbers, provided only that the results of
the basic arithmetical operations (addition, subtraction, multiplication,

and division) performed on numbers of the set again belong to the set.
A set of numbers satisfying these postulates is called a number field.

(This concept will be studied in more detail in Chapter XX.) As an

example of a number field, we can take the field of rational numbers.
In some parts of algebra that are close to the theory of numbers,

the theory of linear spaces over an arbitrary field is successfully

applied.)))
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The n-dimensional Euclidean space. Some important concepts of the

ordinary vector space have not yet been generalized in the preceding

account, in particular, the concept of the length of a vector and the angle
between vectors. It is well known that in analytic geometry problems

relating to the intersection of lines and planes, parallelism, and many
others make no use of these concepts.The properties of a space whose
descriptiondoesnot require the concepts of the length of a vector and of
angle can be characterized as the properties that remain unchanged
under arbitrary affine transformations [see Chapter III, \nll]. For this

reason linear spaces in which the concept of the length of a vector is not
defined are called affine spaces.

However, many problems of mathematicsrequire generalizations of the

concepts of the length of a vector and of an angleto n-dimensional spaces.

These generalizations proceed by means of an analogy with the theory of

vectors in a plane or in space.
Let us consider, first of all, the real space of rows.The length of the

vector X = (XI' X 2 , ''', x n ) is de fined to be the num ber

I X I = YX2 + x2 ...L ... + X2
I 2 'n'

This is quite natural, since for n = 2 and n = 3 the length of a vector is

computed preciselyby this formula in terms of its coordinates with respect
to Cartesian coordinate axes.

The concept of the angle between vectorsis introduced in a natural way

by the following considerations. In a plane and in space the angle between
the vectors X and Y is the angle at the vertex A in the triangle with the
sides AB =

I X I, AC = I Y 1 and BC =
I X - Y I.

In an n-dimensional space it is natural to take this as the definition of
the angle betweenvectors, i.e., to proceed as if we could \"draw\" a pair of

vectors in an n-dimensional space and \"place\" them in a plane preserving
their lengths and the angle between them. However, such a definition
would lack rigor; the existence of a triangle ABC with the lengths of the
vectors I X I, I Y I, and I X - Y I is needed in the proof.

Disregardingthis inaccuracy, we introduce a formula for the computa-
tion of an angle. By a well-known formula of trigonometry we have)

hence,) BC2 = A B2 + A C2 - 2A B . A C cos cp;

I X 1
2

+ I Y 1
2 -

1 X - Y 1
2

2IXI'! YI)
coscp =)

X\n +
... + x\n + y\n +

... + Y\n
- (XI -Yl)2 -'\" -

(xn
-

Yn)2)

XIYI +
\". + XnJ'n

IXI'I YI)

21XI'1 YI)))
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If we retain the term \"scalar product,\" as in three-dimensional space,

for the product of the lengths of vectors by the cosine of the angle between

them, we find that the scalar product of the vectors is computed by the

formula)

X. Y =
XIYI + ... + XnYn,)

which for n = 2 and n = 3 coincides with the well-known formulas for

the scalar product of ordinary vectors.
Strictly speaking, the expression XIYI + ... + XnYn should be taken as

the definition of the scalar product (because there is a lack of rigor in the

definition of the scalar product by means of the angle) and then the angle

between vectors can be defined by the formula)

X.y
cos cp

=

I X I
.

I Y I)
(3))

This is what we shall do.
To justify this definition of an angle we have to show that the absolute

value of the right-hand side of formula (3) does not exceed I, i.e.,that

(X' Y)2 :::;::; 1 X 1
2 .

I Y 1
2 .

In expanded form this inequality becomes)

.. 2 2 2 2

(Xlh +
... + XnY,,)\n < (Xl + ... + X n ) (YI + ... + Yn).)

It is known as the Cauchy-Bunjakovskil inequality and can be proved
directly, by a fairly tedious computation. We shall prove it by the following
indirect argument.

First of all we mention that the scalar multiplication of vectors has the

following properties:

I'. X'X= IX/2>OforX::j::.0.
2'. X. Y = y. X.

3'. (cX) . Y = c(X' Y).

4'. (Xl + X 2) . Y = Xl
. Y + X 2

.
Y.)

That these properties hold follows immediately from the expression of
the scalar product in terms of the coordinates.

We now introduce the vector Y + tX, where t is an arbitrary real
number. We have I Y + tX 1

2
\n 0, because the square of the length of a

vector cannot be negative. But by the properties of the scalar product
I Y + tX 1

2 =
1 Y 1

2
+ 2tX' Y + t

2
I X 1

2
. Moreover, it is known that a

quadratic trinomial is nonnegative for all values of the real variable t if

and only if its roots are imaginary or equal, i.e., if its discriminant is)))
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negative or zero. But the discriminant of the trinomial I Y 1
2

+ 2tX' Y

+ t
2

I X 12 is equal to 4(X' Y)2
- 4 I X 1

2
I Y 1

2 so that (X, Y)2
-

I X 1
2

I Y /2 :::;;; 0, and this is equivalent to the Cuachy-BunjakovskiI

inequality.

From this inequality it follows that)

IX' YI
\n 1

IXIIYI'\

and therefore the definition of an angle by the formula (3) is justified.

Furthermore, it is easy to deduce the inequalities)

1 XI -I YI :::;;;1 X:!: YI :::;;; I XI + 1 YI,)

which imply, in particular, the existence of a triangle with the sides 1 X I,

1 Y I and I X - Y I, so that the nonrigorous definition of an angle given
previously, which was based on geometric intuition, now also becomes

valid.)

Axiomatic definition of an n-dimensional Euclidean space. In the

preceding section we have introduced the concepts of the length of a
vector, of angle, and of the scalar product in the space of rows. In the

general axiomatic definition of an n-dimensionalreal linear space, these

concepts are also defined axiomatically, and the concept ofa scalarproduct

comes first.

Scalar multiplication of vectorsof a linear real space is the name for an
operation which associates with every pair of vectors X and Y a real

number, their so-called scalar product X' Y, where this operation must

satisfy the following postulates (axioms):

I '. X' X > 0 for X::j::.0, 0 . 0 = O.

2'. X' Y = Y' X.

3'. (eX)' Y = c(X' Y).

4'. (Xl + X 2) . Y = Xl
. Y + X 2

. Y.

Furthermore, by the length of a vector we mean the number V X .-X,
by the cosine of the angle between the vectors X and Y the number

X' Y/I XI' I Y I. To justify this latter inequality, it is necessary to
establish the Cauchy-BunjakovskiIinequality (X

.
Y)2 :::;;; I X 1

2
I Y 1

2 . But

this can be done exactly as we have donc it in the preceding section. In our

proof we have made use only of the properties I', 2', 3' and 4' of the scalar

product, the specificnature of the space of rows playing no role in the

proof. A real linear space in which a scalar multiplication satisfying the

axioms 1'- 4' has been introduced is called a Euclidean space.)))



\n2. LINEAR SPACES) 59)

In various concrete linear spaces that are studied in mathematics,
scalar productsare introduced by various methods whose choice is dictated
by the nature of the problem. For example, in the spaces whose elements
are the functions of one variable X(I} defined on a given interval a :::;;; t :::;;; b,

the scalar product of two elements X(t) and Y(t) is often taken to be the

number t X(t) Y(t) dt or t X(I} Y(t)p(t) dt, where p(t) is some positivea a
function. It is easy to see that all the axioms 1'- 4' are satisfied for either of

these definitions.)

Orthogonality; orthonormal bases. Two vectors of a Euclidean space

are called orthogonal (or perpendicular) if their scalar product is zero.
It is easy to see that pairwise orthogonal nonzero vectors are always
linearly independent. For suppose that Xl' X2 , ..., X m are pairwise

orthogonal nonzero vectors and that CIX I + C2X2+ ... + cmX m = O.

By the property of the scalar product XI(cIX I + C2X2 + ... + cmXm )
= CI I Xl 1

2 = 0; hence CI = O. In the same way we can show that

C2
= ... = Cm

= O. Therefore Xl , ..., Xm are linearly independent.
From what we have proved, it follows that in an n-dimensional space

there cannot be more than n pairwise orthogonal nonzero vectors and that

every set of n pairwise orthogonal vectors forms a basis of the space. If,

moreover, the lengths of all the n pairwise orthogonal vectors are I, then

the basis they form is called orthonormal.
It is not difficult to show, but we shall omit the proof, that a Euclidean

space has orthonormal bases, in fact infinitely many. Moreover, if in a

space R some subspace P is chosen, then an orthonormal basis of the

subspace can be extendedto an orthonormal basis of the whole space by

adjoining certain vectors.

It is often convenient to define vectors in a Euclidean space by their

coordinates in an arbitrary orthonormal basis, because in this case we
obtain a particularly simple expression for the scalar product. For if a

vector X has the coordinates (Xl' X 2 , \"', x n ) in the orthonormal basis
el , e2 , ..., en and the vector Y the coordinates (YI , Y2 , ..., Yn), i.e.,)

X = xlel + X2e2 + ... + xne n and Y = Ylel + Y2e 2 +
... + Ynen ,)

then by the property of the scalar product)

X. Y = xIYlelel + xIY\nle2 + ... + XIYnelen

+ x 2Yle lei + x2Y2e 2e 2 + ... + X2Yne\nn)

+ xnylene l + XnY\nne2 + ... + XnYnenen

= XIYI + X2Y2 +
... + XnYn,)))
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since e;ek= 0 for i::j:: k and e;e; = Ie; j2
\n I for every i = 1,2, ''', n. In

particular, X' X =
x\\ + X22 + ... + x2n .

Thus, the length of a vector and the scalar product are expressed in

terms of the coordinates of an orthonormal basisby the same formulas

as in the space of rows.
The transition from one of the models of a Euclidean space, namely

the space of rows, to the general axiomatically defined Euclidean space
does not introduce any complications, but extends the domain of
applicability of the theory.

Now let us deal with the problem of orthogonal projection of vectors

on a subspace. Let Rn be an n-dimensional Euclidean space and Pm an

m-dimensional subspace of it. Further, let el , e2' \"',em ,11 ,\"',In-m be

an orthonormal basisof Rn including an orthonormal basis of the subspace
Pm. The subspace Qn-m spanned by the vectors 11,it, \"'./n-mis called

the orthogonal complement of the subspace Pm. Its dimension is n - m.
The orthogonal complement Qn-m can be characterized as the subspace

consisting of all vectors that are orthogonal on every vector of the subspace

Pm.

Every vector Z belongingto Rn can be expressed uniquely as a sum of

vectors X and Y of which one belongs to Pm , the other to Qn-m . This is

clear, because the vector Z can be expressed uniquely in the form)

Z = xlel + ... + xme m + Ylil + ... + Yn-mln-m ,)

so that X = xlel + ... + xme m , Y = Ydl + ... + Yn-mln-m .

The vector X is called the orthogonal projectionof Z onto Pm .)

Unitary spaces. The concepts of the length of a vector and the scalar
product of vectors can also be defined in a complex space. As before, the

concept of the scalar multiplication is put first, and this is defined as
follows.With every pair X and Y of vectors of a complex spacewe associate

a complex (not necessarily real) number, their so-called scalar product
X' Y. The operation of scalar multiplication must satisfy the following

axioms:)

1\". X' X is real and positive for X::j:: 0,0' 0 = O.
2\". Y' X = (X' Yr. Here the prime denotes transition to the conjugate

complex number.
3\". (cX)

. y.= c(X' Y) for an arbitrary complex c.

4\". (Xl + X2 )
. Y = Xl

.
Y + X 2

. Y (distributive law).)

In the space of rows with complex elements the scalar product of the)))
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vectors (Xl' ..., x n ) and (Yl' ..., Yn) can be taken to be the number

XlY\n + ... + xnY\n . It is easy to verify that all the axioms 1\"-4\" are satisfied

for this definition.
The length of a vector is defined as the number VX . X. The concept

of angle between vectors is not defined.
A complex linear space with a scalar product satisfying the axioms

I \"-4\" is called a unitary space.)

\n3. Systems of Linear Equations

Systems of two equations with two unknowns and of three equations
with three unknowns. A system of two linear equations with two

unknowns appears in the following general form)

alx + bly = C l ,

a2 x + b2y
= C2 .)

To solve this system we multiply the first equation by b2 , the second

by -b l and add. We obtain)

(a lb2
- a2bl) X = c lb2

- c2bl .)

Similarly, by multiplying the first equation by -a2, the second by al ,

and adding, we obtain)

(a l b 2
- a2bl) Y

= a lc2 -
a2 c l .)

From these equations it is easy to determineX and Y, if only the expres-
sion alb2

- a2bl formed from the coefficients of the unknown X and Y is
different from zero. This expression is called the determinant of the matrix)

[

al bl
]a2 b 2)

formed from the coefficients of the system. The determinant is denoted:)

I

al b l
I

.
a2 b 2)

From the definition it follows that the determinant is computed by the

scheme)

+x-,)

which requires no further explanation.)))
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Let us return to the solution of the system. The expressionsclb 2
- c2bl

and alc2
- a2cl also appear as determinants in accordance with our defini-

tion, namely,)

1

Cl b l
I

and
C2 b 2) I

al C1

I
.

a 2 C2)

Thus, if the determinant)

1

al b1

1a2 b 2)

is different from zero, then we obtain the following formulas for the so-
lution of the system:)

I

Cl hI

Ic 2 b 2x=-

,

albl

l

;

a2 b 2)

I al c l
1I a 2 c 2

y=--.

I

al hI

Ia2 b 2)

(4))

Strictly speaking, these arguments are not complete. The operations on
the equations that we have carried out to deduce the formulas for the

solution of the system make senseonly under the assumption that x and y
are in fact numbers that form a solution of the system. The logical sub-
stance of our argument is the following: If the determinant of the coef-

ficients of the system is not zero and the solution of the system exists, then

it can be computed by the formulas (4). Therefore it is still necessary to

verify that the values of the unknown that we have found do in fact

satisfy both equations of the system. This can be done without any

difficulty.

Thus, if the determinant of the matrix of the coefficients of the system

is different from zero, then the system has a unique solution given by the

formulas (4).
For a system of three equations with three unknowns)

alx + bly + C1Z
= d l ,

a2x + b2y + C2 Z = d2 ,

aaX + baY + CaZ
= d a ,)

it is easy to carry out similar arguments and computations; for this purpose

it is sufficient to add up the equations after multiplying them by factors

such that after addition two of the unknowns disappear. To make the
unknown Y and Z disappear, we have to take for these factors b 2c a

- bac2 ,

bacl - blca and blc2
- b2cl, as is easy to verify by computation.)))
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We obtain the result that if the expression)

LI = a 1b2 c 3
- a1b3 c 2 + a 2b3 c 1

- a2b 1c 3 + a 3 b 1c 2
- a 3b 2c 1)

is different from zero, then the system has a unique solution obtained by

the formulas)
Ll 1x=
LJ')

LI
r = --1.. LI')

Ll3Z=-
LI

')

where Ll 1 , Ll 2 , Ll3 are the expressions obtained from LI by replacing the
coefficients of the corresponding unknown by the absolute terms.

The expression LI is called the determinant of the matrix)

[

a 1 bl C1

]

a2 b 2 C2

a 3 b 3 C 3)

and is denoted by)

I

al b 1 C 1

I

a 2 b 2 C2 .

a 3 b 3 c3)

For the computation of a determinant the following schemeis useful:)

.\n \n-)

In the first of these schemes, the lines (a diagonal and two triangles)
connect the positions of the elements whose product occurs in the composi-

tion of the determinant with a plus sign; and in the second scheme, they
connect the terms occuring in the determinant with a minus sign.

For systems of two equations with two unknowns and of three equations
with three unknowns, we have obtained entirely similar results. In both
cases the system has a unique solution, provided the determinant of the
matrix of the coefficients is different from zero. The formulas for the
solution are also similar: In the denominator of each of the unknowns

stands the determinant of the matrix of coefficients,and in the numerators

the determinants of the matrices that arise from the matrix of coefficients
by replacing the coefficients of the unknown to be computed by the
absolute terms.

An immediate generalization of these results to systemsof n equations

in n unknowns for arbitrary n is somewhat difficult. It becomes compar-
atively easy by an indirect method: First we generalize the concept of a)))
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determinant to square matrices of arbitrary order, and having studied the

properties of determinants we apply their theory to the investigation of
systemsof equations.)

Determinants of the nth order. When we consider the explicit expres-

sion for the determinants)

\\ :: \n: I

= a)b 2 - a2b))

and)

I

a) b) c)

I

a 2 b 2 c 2 = a)b 2c3
- a)b 3 c 2 + a 2b3 c)

- a2 b)c 3 + a 3b)c 2
- a 3 b 2c) ,

a 3 b3 c 3)

we notice that in every term there occursas a factor exactly one element

from each row and one from each column of the determinant, and that all

possible products of this form occur in the determinant with a plus or a
minus sign. This property is at the bottom of the generalizationof the

concept of the determinant to square matrices of arbitrary order. In fact,
the determinant of a squarematrix of order n or, briefly, a determinant of
the nth order is defined as the algebraic sum of all possible products of the
elements of the matrix, precisely one from each row and one from each

column; these products are given plus or minus signs by a certain

well-defined rule. This rule is somewhat complicated to explain, and we

shall not dwell on its formulation. It is sufficient to mention that it is

arranged in such a way that the following important basic properties of a
determinant are secured:)

I. When two rows are interchanged, the determinant changes its sign.

For determinants of order 2 and 3, this property is easy to verify by

an immediate computation. In the general case it is proved on the basis
of the rule for the signs that we have not formulated here.

Determinants have quite a number of other remarkablepropertiesthat

enable us to apply determinants successfullyin diverse theoretical and

numerical calculations, notwithstanding the fact that determinants are

extraordinarily cumbersome:A determinant of order n contains, as is

easy to see, n! terms, each term consists of n factors, and the factors are
provided with their signs according to a complicatedrule.

We now proceed to enumerate the basic propertiesof determinants but

omit their detailed proofs. The first of these properties has been for-
mulated.

2. A determinant does not change when its matrix is transposed, i.e.,)))
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when the rows are replaced by the columns, preserving their order. The
proof is basedon a detailed study of the rule of the distribution of signs
in the terms of the determinant. This property enables us to transfer every
statement concerning the rows of the determinant to a statement on

columns.)

3. A determinant is a linear function of the elements of each row (or

column). In detail,)

atJ '.. aln)

ail
... ain = ailAil + ai2A i2 +

... + ainA in ,) (5))

a nl
...

ann)

where Ail' Ai2' ..., A in are expressions that do not depend on the elements

of the ith row.

This property follows evidently from the fact that every term contains

one and only one factor from each row, in particular the ith row.
The equation (5) is called the expansion of the determinant with respect

to the elements of the ith row, and the coefficients Ail' A i2 , ..., A in are

called the algebraic complements of the elements ail , ai2 , \"., ain of the

determinant.)

4. The algebraiccomplement A ii of the element aii is equal, apart from

the sign, to the so-called minor J ii of the determinant, i.e., the determinant

of order (n - I) that arises from the given one by crossing out the ith
row andjth column. To obtain the algebraic complementthe minor must

be taken with the sign ( -I )/+i.The properties3 and 4 reduce the computa-
tion of a determinant of order n to the computation of n determinants of

order n - I.
The fundamental properties that we have enumerated have a number of

interesting consequences. We now mention some of these.)

5. A determinant with two equal rows is zero.
For if a determinant has two equal rows, then the determinant does not

change when they are interchanged, because the rows are identical; but

on the other hand, by our first property it should change its sign.Therefore

it is equal to zero.)

6. The sum of the products of the elementsof any row into the algebraic
complements of another row is zero.

For such a sum is the result of expanding a determinant with two equal
rows with respect to one of them.)))
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7. A common factor of the elements of any row can be taken before the
determinant sign.

This follows from property 3.

8. A determinant with two 'proportional rows is zero.
It is sufficient to take out the factor of proportionality and then we have

a determinant with two equal rows.

9. A determinant does not change if we add to the elements of anyone
row numbers that are proportional to the elements of another row.

For by property 3 the modified determinant is equal to the sum of
the original determinant and a determinant with two proportional rows,
which is zero.

The last property gives us a good method for computing determinants.

Without changing the value of a determinant, we can transform its matrix

by applying this rule so that in one row (or column) all the elements
exceptonebecomezero.Then by expanding the determinant with respect

to the elements of this row (column) we reduce the computation of a
determinant of order n to that of a single determinant of order n - I,
namely, the algebraic complement of the only nonzero element of the

row in question.
For example, suppose we have to compute the determinant)

I I -I 2

J= 2 -I I 1
-1 2 0 I

I I -2 I)

We add to the second column the first, multiplied by -I, to the third,

the first, and to the fourth, the first, multiplied by -2 and obtain)

J=)

I

2

-I
1)

o

-3

3
o)

o

3

-1
-1)

o
-3

3

-))

Expanding J by the elements of the first row, we obtain)

1

-3

J = I . ( -1 )1+1

\n)

3

-I

-I)

-3

1

3 .

-I)

Finally, we add to the first row the second and expand with respect to the

elements of the first column; we obtain)

1

0 2

J = 3 -I
o -I)

\n

1

= 3 . ( -I )1+2
I _ \n

-I)
_\n I

= -3' (-2) = 6.)))
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The determinant of a matrix A is denoted by I A I.

In conclusion, we mention a further very important property of deter-
minants.

The determinant of the product of two square matrices is equal to the

product of the determinants of the factors, i.e., in short notation,

1 AD I
=

I A II B I.
This propertyenablesus in particular to multiply determinants of equal

orderby the rule for multiplication of matrices.)

Systems of n linear equations in n unknowns.. With the apparatus of

determinants, it is now easy to generalize the results obtained earlier for

systems of two equations with two unknowns and of three equations with

three unknowns to systems of n equations with n unknowns, under the

assumption that the determinant of the coefficient matrix is different from

zero.
Let)

all Xl + ... + aljxi + ... + alnx n
= b l ,)

anix i + ... + ani x i + ... + annx n
= b n)

be such a system. We denote by J the determinant of the coefficientmatrix

of the system. By assumption it is different from zero. Furthermore, we
denote by Atj the algebraic complement of the element aii . We multiply
the first equation by Ali , the second by A 2i , ..., the nth by Ani and add.
We obtain)

JXi
= blAli + ... + bnAni .)

For the coefficients of all the unknowns except Xi vanish, because they

appear as sums of the products of the algebraic complements of the
elements of the jth column with the elements of other columns (property 6,

applied to columns); but the coefficients of the unknown Xi is equal to the
sum of the products of the elements of the jth column with their algebraic

complements, i.e., is equal to J.
Thus,)

blAlj +
... + bnAni t' 2Xi =
J

lor all j
=\n I, , ''',n.) (6))

As we have said, these arguments are valid only if we understand by

Xl' X2 , ..., Xn a solution of the system, the existenceof which must be'

assumed in the first instance.

Hence the result of the argument is the following.
If a solution of the system exists, then it is given by the formulas (6)

and is therefore unique.)))
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To complete the exposition, it is necessary to prove the existenceof a

solution, and this can be done by substituting the values we have found

for the unknowns into all the equations of the original system. It is easy
to verify by using the same property of the determinant (but this time

applied to the rows) that these values in fact satisfy all the equations.
Thus the following theorem is true: If the determinant of the coefficient

matrix of a system of n equations with n unknowns is different from zero,

then the system has a unique solution given by the formulas (6).
These formulas can be transformed by remarking that the sum

h]Av + .., + hnAnj can be written in the form of a determinant, namely:)

I

au
...

hi
... a]n

I

J j = b]Alj + ... + bnAnj
= ...................

ani
... h ll

.'.
ann)

(the absolute terms occur in thejth column).

Hence the results we have stated for systems of equations with two and

three unknowns have been completely generalized to a system of n equa-

tions, and even the formulas for the solution are formally exactly the same.
We mention one corollary of this theorem: If it is known of a system of

equations that it has no solution at all or that the solution is not unique.
then the determinant of the coefficient matrix is equal to zero.

This corollary is particularly often applied to homogeneous systems,
i.e., those in which the absolute terms h] , b2 , \"', h n are all zero. Homo-

geneous systems always have the obvious \"trivial\" solution x] = X 2

= ... = X n
= O.

If a homogeneous system has, apart from the trivial one, also a non-

trivial solution, then its determinant is zero.
This statement opens up the possibility of using the theory of deter-

minants in other branches of mathematics and its applications.

Let us consider, for example,a problem in analytical geometry: to find

the equation of the plane passing through three given points (XI' YI , ZI)'

(x 2 , Y2 , Z2) and (X3 , Y3 , Z3) that do not lie on one line.
From elementary geometry it is known that such a plane exists. Suppose

that its equation is of the form Ax + By + Cz + D = O. Then)

AX I + BYI + CZI + D = 0,
AX2 + BY2 + CZ2 + D = 0,
AX3 + BY3 + CZ3 + D = O.)

Let x, y, Z be the coordinates of an arbitrary point in that plane. Then we
also have)

Ax + By + Cz + D = O.)))
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We regard these four equations as a system of linear homogeneous

equations for the coefficients A, B, C, D of the required plane. This system

has a nontrivial solution, because the required plane exists. Therefore the
determinant of the system is zero; i.e.,)

Xl YI Zl I

X2 Y2 Z2 I
= O. (7)

Xa Ya Za I

X Y z I)

Now this is the equation of the required plane. For it is an equation
of the first degree in x, Y, z, a fact which follows from the linearity of the
determinant with respect to the elements of the last row.

By making use of the fact that the given points do not lie on one line,

it is easy to verify that not all the coefficients of this equation are zero.

Consequently the equation (7) is indeed the equation of a plane. This plane
passesthrough the given points, because their coordinates obviously
satisfy the equation.)

Matrix notation for a system of n equations in n unknowns. A system

of n linear equations in n unknowns)

allx 1 + ... + alnx n = b l ,)

anixi + ... + annx n = b n)

can be written in matrix notation in the form of a single equation)

AX=B.)

Here A denotes the coefficient matrix, X the column formed by the

unknowns, and B the column of the absolute terms.

The solution of the system (if the determinant of the matrix A is different
from zero) can be written explicitly as follows [see formula (6)]:)

- An
b

A21
b -!-... AnI bXl

-
T I + T 2' + Tn,
Al2 A 22 A n2

bX2
=

T hI + T
b2 +

... + Tn,)

A ln
b

A2n b Ann
b

xn=T I+J- 2+\"'+Lf\)
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or in matrix form)

Au A 21 .,. AnI

J J J
A l2 A 22 '\"

A n2

J' J J B.)X=)

A ln A 2n ... Ann

J J J)

The matrix standing as first factor on the right-hand side of the equation
is called the inverse to the matrix A and is denoted by A-I. Using this

notation we obtain the solution of the system AX = B in the following

simple and natural form, which recalls the formula for the solution of a
single equation in one unknown:)

X = A-lB.)

We can easily give another proof of the result obtained, in terms of the
algebra of matrices.

For this purpose we must first of all mention the special role of the
matrix)

E =

(

\n.. .\n...?..:.:.:.
\n

)

,

o 0 0,,, I)

the so-called unit matrix.
The unit matrix plays among square matrices the same role as the

number I among numbers. In fact, for every matrix A the following
equations hold: AE = A and EA = A. This is easy to verify by the rule

for the multiplication of matrices.
The matrix A-I defined previously, the inverse to A, plays in relation

to it a similar role to that played by the inverse of a given number:)

AA-I = A-IA = E.)

The validity of these equations can be verified by the rule for the

multiplication of matrices and by the properties 3 and 6 of a determinant.

Knowing these properties of the unit and the inverse matrix we can
obtain the solution of the system AX = B in the following way.

Suppose that AX = B. Then A-I(AX)
= A-lB. But A-I(AX) =

(A-IA) X

= EX = X and therefore X = A-lB.

Suppose now that X = A-IB, then AX = AA-IB = EB = B.)))
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Thus the \"equation\" AX = B has the unique solution X = A-lB,
providedonly that A-l exists.

We have established the existence of the inverse matrix A-l for A

under the assumption that the determinant of A is different from zero.
This condition is not only sufficient but also necessary for the existence

of the inverse matrix. For supposethat the matrix A has an inverse A-l
such that AA-l = E. Then by the property of the determinant of the

product of two matrices)

I A II A-l I
=

I E I
=

1,)

and from this it follows that the determinant of A is not zero.
A matrix whose determinant is different from zero is called nondegenerate

or nonsingular. We have therefore established that an inverse matrix

always exists for nondegeneratematrices and only for them.
The introduction of the concept of an inverse matrix turns out to be

useful not only in the theory of systems of linear equations but also in

many other problems of linear algebra.
In conclusion, we mention that the formulas we have derived for the

solution of linear systems are an irreplaceable tool in theoretical

considerations but are not convenient for the numerical solution of

systems. As we have already mentioned, various methods and computa-
tional schemes have beenworkedout for the numerical solution of systems,
and in view of the great importanceof this problem for practical investiga-
tions, the work of simplifying the numerical solution of systems (especially
with large numbers of unknowns) is intensively pursued even at present.)

The general case of systems of linear equations. We now turn to

the investigation of systems of linear equations in the most general case
when it is not assumed that the number of equations is equal to the

number of unknowns. In such a general setting it cannot be expected,
naturally, that a solution of the system always exists or that, in case it

exists, it turns out to be unique. It is natural to assume that if the number
of equations is less than the number of unknowns the system has infinitely

many solutions. For example, two equations of the first degree in three
unknowns are satisfied by the coordinates of every point on the straight
line that is the intersection of the planes definedby the equations. However

it can happen in this case that the system has no solution at all, namely
when the planes are parallel. And if the number of equations is greater
than the number of unknowns, then as a rule the system has no solution.

However, in this case it is possible that the system has solutions, even

infinitely many.)))
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In order to investigate the existenceand the character of the set of
solutions of a system in this general setting, we turn to a \"geometrical\"

interpretation of the system.
We interpret the system of equations)

allxl + a)2x2 + ... + al\"x n = b) ,

a 2lx 1 + a22 x 2 + ... + a2n x n = b 2 ,) (8))

amlX 1 + a m2 X 2 + ... + amnx n = b m)

in the m-dimensional space of columns in the form

xlAI + x2 A 2 + ... + xnAn
= B.

Here Al , A 2 , ..., An denote the columns of the coefficients of the corre-

sponding unknowns and B the column of the absolute terms.
In this interpretation the problem of the existence of a solution of the

system turns into the problem of whether the given vector B is a linear
combination of the vectors AI' A2' \"', An.

The answer to this problem is almost obvious. For the vector B to be a
linear combination of the vectors AI' A 2 , \"', An it is necessary and
sufficient that B should be contained in the subspace spanned by Al ,

A2' ..., An or, in other words, that the subspaces spanned by the systems
of vectors Al , A2' ..., An and AI' A 2 , ..., An' B should coincide.

Sincethe first of these subspaces is contained in the second, they coincide
if and only if their dimensions are equal. We recall that the dimension

of the subspacespanned by a given system of vectors is called the rank of

this system. Thus, a necessaryand sufficient condition for the existence of
a solution of the system xlAI + x2 A 2 + ... + xnAn

= B is the equality of

the ranks of the vector systemsAl , A 2 , \"', An and Al , A 2 , \"', An , B.
It can be proved, but we shall not do it here, that the rank of a system

of vectors is equal to the rank of the matrix formed from the coordi-
nates of these vectors. Here we understand by the rank of a matrix

the largest order of a nonzero determinant that can be formed from the

given matrix by omitting part of its rows and columns.

Since the coordinates of the vectors AI, A2' \"., An (in the natural

basis for the space of columns)are the coefficients of the system and the

coordinates of the vector B its absolute terms, we obtain the following

final formulation of the condition for the existence of a solution of a system.
For the existence of at least one solutionof the system of linear equations)

allxl + ... + a1nx n
= hI,)

amlx 1 + ... + amnx n
= b m)))
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it is necessary and sufficient that the rank of the matrix formed from the

coefficients of the system shouldbe equal to the rank of the matrix formed
from the coefficients and the absolute terms.

Now let us investigate the character of the set of solutions if they exist.
Letx?, xg, ...,x\n be any solution of the system (8). We set Xl =

X? + Yl ,
X 2

= xg + Y2' ''', X n
= x\n + Yn' Then in view of the fact that x?,

x\n ' ..., x\n form a solution of the system (8), the new unknowns Yl , Y2, \"', Yn

must satisfy the homogeneous system)

anYI +... + alnYn
= 0,)

(9))

amlYI + ... + amnYn
= 0)

with the same coefficient matrix. Conversely, if we add to the original
solution x\n, xg , \"', x\n of the system (8) an arbitrary solution of the ho-
mogeneoussystem (9), then we obtain another solution of the system (8).

Thus, in order to obtain the general solution of the system (8), it is

only necessary to take an arbitrary particular solution of it and to add it

to the general solution of the homogeneoussystem (9).

In this way the problem of the character of the set of solutions of the

system (8)is reducedto the same problem for the homogeneous system (9).
We shall consider this problem in the next section.)

Homogeneous systems. We shall interpret the homogeneous system of
linear eq uations)

anYI + a l2 Y2 + ... + alnYn
= 0,

a 21 YJ + a 22Y2 +
... + a2n Yn

=
0,)

amlYI + a m2 Y2 + ... + amnYn
= 0)

in the n-dimensional Euclidean space. (Here we assume that the coefficients
of the system are real. For systems with complex coefficients, we can give
a similar interpretation in unitary space and obtain similar results.)

Let A\n, A\n , \"', A\n , Y be the vectors of a Euclidean space whose

coordinates in an orthonormal basis are, respectively,)

(au, a l2 , ..., a ln ), (a 21 , a 22 , ..., a 2n ), ..., (ami' am2 , ..., a mn ),)

(Yl , Y2 , ..., Yn)')

Then the system assumes the form)

A\nY
= 0, A\nY

= 0, ..., A;\"Y
=

0;)))
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i.e., every solution of the system determines a vector orthogonal to all the

vectors formed by the coefficients of the various equations.

Therefore, the set of solutions forms the subspace that is the orthogonal
complement to the subs pace spanned by the vectors A\n, A\n , \"', A;\" .
The dimension of the latter subspace is equal to the rank r of the matrix
formed from the coefficients of the system. The dimension of the orthog-
onal complement, i.e., of the \"solution space,\" is then equal to n - r.

Now every subs pace has a basis, i.e.,a system of linearly independent
vectors equal in number to the dimension of the subspace and such that

their linear combinations fill the whole subs pace. Therefore, among the

solutions of a homogeneous system there exist n - r linearly independent

solutions such that all the solutions of the system are linear combinations
of them. Here n denotes the number of unknowns and r the rank of the
coefficientmatrix.

Thus, the structure of the solutions of a homogeneous system and,

consequently, also of an inhomogeneous system is completely clarified.

In particular, a homogeneous system has the unique trivial solution

Xl
= X2 = ... = X n = 0 if and only if the rank of the coefficient matrix

is equal to the number of unknowns. By what we have said at the end of
the preceding paragraph, the same condition is also the condition for

uniqueness of the solution for systems of inhomogeneous equations

(providing the consistency condition is satisfied).
Our investigation of these systems shows clearly how the introduction

of generalized geometrical concepts leadsto simplicity and lucidity in a

complicated algebraic problem.)

\n4. Linear Transformations)

Definition and examples. In many mathematical investigations it

becomes necessary to change the variables, i.e., to go over from one

system of variables Xl , X2 , ..., Xn to another Yl , Y2 , ..., Yn , connected with

the first by means of a functional dependence:)

Yl =
CPl(X l , X2 , ..., x n ),

Y2 =
CP2(X l , X2 , ..., x n ),)

Yn =
CPn(x l , X2 , ..., x n ).)

For example, if the variables are the coordinates of a point in a plane

or in space, then the transition from one system of coordinatesto another

system gives rise to a transformation of coordinates that is defined by the)))
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expressions for the original coordinates in terms of the new ones or vice

versa.

Moreover, a transformation of variablesarisesin studying the changes
due to a transition from one position or configuration to another for

objects whose position or configuration is described by the values of the
variables. As a typical example of this kind of tranformation, we can take
the change of coordinates of the points of somebody under deformations.

An abstractly given transformation of a system of n variables is usually

interpreted as a transformation (deformation) of an n-dimensional space,

i.e., as an association between each vector of the space (or part of it)

with coordinates Xl , X 2 , ..., Xn and a corresponding vector with coordi-

nates Yl , Y2 , ..., Yn .

As we have said previously, every \"smooth\" function (having continuous
partial derivatives) of several variables is close to a linear function for

small changes of thesevariables. Therefore every \"smooth\" transformation

(i.e., one for which the functions cPl , cP2 , ..., cPn in its analytical expression
have continuous partial derivatives) is close to a linear transformation in

a small part of the space:)

Yl
= allx l + a12 x 2 +

... + alnx n + b l ,

Y2
= a2l xl + a22 x 2 + ... + a2n x n + b2 ,) (10))

Yn = anlx l + an2 x 2 + ... + annx n + b n .)

This circumstance alone makes the study of the properties of linear
transformations one of the most important problems of mathematics.
For example, from the theory of n linear equations in n unknowns, we

. know that a necessary and sufficient condition for the system of equations
(10)with respect to Xl , X 2 , \"', Xn to have a unique solution, i.e., for the

corresponding linear transformation to be invertible, is the non vanishing
of the determinant of the coefficients. This circumstance is the foundation
of an important theorem of analysis: For a transformation)

Yl
= cPl(Xl , X 2 , ..., x n ),

Y2 =
cP2(X l , X2 , ..., x n ),)

Yn =
cPn(x l , X2 , \"', x n ),)

which is smooth in the neighborhood of a given point, to have a smooth)))
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inverse transformation it is necessary and sufficient that at the given point
the determinant)

Oc/>1 OcPl

aX I aXn

\n\n1 ... ac/>2

OX I aXn)

ac/>II ... ac/>II

ax\n aXn)

should be different from zero.
The study of the general linear transformation (10) essentially reduces

to the study of the homogeneous transformation with the same coefficients)

YI
= aUx l + ... + alnx n ,

Y2 = a 2l x I + ... + a2n x n ,) (II))

Yn = ani Xl + '\" + annx n , .)

and in what follows, when speaking of linear tranformations, we shall

always have homogeneoustransformations in mind.

Linear transformation of an n-dimensionalspacecan also be defined

by their intrinsic properties, apart from the formulas (II) that connect

the coordinates of corresponding points. Sucha coordinate-free definition

of the concept of a linear transformation is useful in that it does not

depend on the choice of a basis. This definition is as follows.

A linear transformation of an n-dimensional linear space is a function

Y = A(X) whose argument X and Yare vectors.This function satisfies the

postulate of linearity)

A(CIX I + C2X2 ) = cIA(X I) + c2A(X 2).) (12))

In what follows, when speaking of a linear transformation of a space,
we shall understand it in the sense of this definition.

This definition is equivalent to the preceding one in terms of coordinates.

For the function Y = A(X) which to the vector X with the coordinates

Xl' X2, ..., X n associates the vector Y with the coordinates YI, Y2, ..., Yn

in such a way that the coordinates YI 'Y2 , ..., Yn are expressed in terms of

the coordinates Xl' X 2 , ..., Xn in the form of linear homogeneousfunctions

obviously satisfies the postulate (12). Conversely,if the function Y = A(X)
satisfies.the postulate (12) and if el , e2 , \"', en is an arbitrary basis of

the space, then)

A(xle l + x 2e 2 + ... + xne n ) = xIA(e l) + x2 A(e 2) + ... + xnA(e n ).)))
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We denote the coordinates (in the same basis) of the vector A(ej) by

av, ..., anj;j = I, ''', n, Then the coordinates of the vector Y = A(X) are)

Yl
= allx 1 + a12 x 2 + ... + a1nxn ,

Y2 = a 21 x I + a 22 x 2 + ... + a2n x n ,)

Yn
= anix i + a n2 x 2 + ... + annx n .)

Thus, to every linear transformation of a linear space there corresponds
a certain square matrix with respect to a given basis. This transformation

can be written in matrix language in the form Y = AX. Here X is the column
of the coordinates of the original vector, Y the column of the coordinates
of the transformed vector, and A the coefficient matrix of the transforma-

tion. The columnsof the matrix A are formed by the coordinates of those
vectors into which the vectors of the basis are transformed. In accordance

with the matrix notation, we shall subsequently often write a linear

transformation itself in the form Y = AX, omitting the parentheses.
From the formula)

A(xle l + x 2e 2 + ... + xne n ) = xIA(e l) + x2 A(e 2) + ... + xnA(e n ))

it follows that the whole space is mapped under a linear transformation

into the subspace spanned by the vectors A(el), \"',A(e n ). The dimension
of this subspace is equal to the rank of the system of vectors A(e 1),

A(e 2), ''', A(en ), or, what is the same, to the rank of the matrix
formed by their coordinates, i.e., the rank of the matrix A associated with

the transformation. This subspacecoincides with the whole space if and

only if the rank of the matrix A is equal to n, i.e., if the determinant of A

is different from zero. In this case the linear transformation is called
nonsingular or nondegenerate.

From the theory of systems of linear equations, we know that non-

degenerate transformations are uniquely invertible and that the coordinates
of the original vector are expressed in terms of the coordinates of the
transformed vector by the formula X = A-IY.

A transformation whose matrix has the determinant zero is called
singular or degenerate. A degenerate transformation is not invertible.
This follows from the theory of linear transformations or more intuitively
from the fact that it transforms the whole space into part of it.

As a first example of a nondegenerate transformation, we take the

identity transformation that maps every vector into itself. The matrix of

the identity transformation in any basis is the unit matrix E. A nonsingular
transformation is also given by a similarity that consists in multiplying)))
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all the vectors of the space by one and the same number. The matrix of a

similarity transformation does not depend on the choice of a basis and
has the form aE, where a is the similarity factor.

An important special case of nondegenerate transformation are the

orthogonal transformations. The concept of an orthogonal transforma-

tion has a meaning when applied to a Euclidean space and is definedas a
linear transformation preserving the lengths of vectors. An orthogonal

transformation is a generalization to n-dimensionalspaceof a rotation of

the space around the fixed origin of coordinates or a rotation combined

with a reflection in an arbitrary plane passing through the origin.

It is easy to see that under an orthogonal transformation not only the

lengths of vectors are preserved but also scalar products and that, con-

sequently, orthogonal transformations carry an orthogonal basisof the

space into a system of pairwise orthogonal unit vectors which in turn is

then necessarily also a basis.
The matrix connected with an orthogonal transformation with respect

to an orthonormal basis has the following specific properties.
First, the sum of the squares of the elements of each column is I,

since these sums are the squares of the lengths of the vectors into which

the vectors of the given basis are transformed. Second, the sums of the

products of corresponding elements taken from distinct columns are zero,
since these sums are the scalar products of the vectors into which the

vectors of the basis are transformed.

In matrix notation both these properties can be written by the single
formula)

PP = E.)

Here P is the matrix of the orthogonal transformation (with respect to an
orthonormal basis), and P is its transposed matrix, i.e., the matrix whose
rows are the columns of P in the same order.

For the diagonal elements of the matrix PP are by the rule for the

multiplication of matricesequal to the sum of the squares of the elements

of the corresponding column of P, and the nondiagonal elements are equal

to the sum of the products of the corresponding elements taken from
distinct columns of P.

As an example for a degenerate transformation, we can take the orthog-

onal projection of all vectors of a Euclidean space onto some subs pace
(see \n2). For in this transformation the whole space is mapped onto part

of it.)

Transformation of coordinates. We now consider the problem of the
transformation of coordinatesin n-dimensional space, i.e., the problem)))
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how the coordinates of vectors are changed on transition from one basis

to another.
Let the original basis be el , e2 , \"', en and let/I ,J; , \"''/n be an arbitrary

other basis of the space. Supposefurther that)

c =

[

C.l.I.:.::::.\n\n\n

]Cn! , ..., Cnn)

is the matrix whose columns are the coordinates of the vectors of the new
basis /1 '/2' \"',/n with respect to the original one. The matrix C is

obviously nondegenerate, because the vectors /1 ,1'2, ''',/n are linearly

independent. It is called the matrix o/the coordinate trans/ormation.
We denote by XI , X2 , ..., Xn the coordinates of a certain vector X with

respect to the basis el , e2 , ..., en and by X'I , X'2, ..., x'n the coordinates
of the same vector with respect to the basis /I,J;, \"''/n. Then X = x;/t
+ x\n + ...

+ x\nfn and therefore the coordinates of the vector X with

respect to the original basis form the column)

[

;:

]

=

[ \n;':\ni.\n\n\n::.\n.p..t.\n::;:]
=

[

\n;\n..:.:.:.\n;;

] [
;\n

]X n CnlX I + Cn2 X 2 +
... + CnnX n Cnl

'\"
C nn Xn)

Thus, the original coordinates are expressedlinearly and homogeneously
in terms of the transformation with the matrix C.

The formulas that express the connection between the coordinates with

respect to the original and the transformed basis coincideformally with

the formulas that link the coordinates of corresponding vectors in a

nondegenerate linear transformation of the space. This circumstance

enables us to interpret an abstractly given linear homogeneous transforma-

tion of variables with a nondegenerate matrix either as a transformation

of coordinates or as a transformation of the space. In each concrete case
the choice of one of these two interpretations is determined by the context
of the problem under consideration.

Let us now deal with the question how the matrix of a linear transforma-
tion of the space is changed under a coordinate transformation.

Suppose that the given linear transformation has the matrix A in the

basis el , e2 , ..., en so that the column Y of the coordinates of the trans-

formed vector is linked with the column X of the original one by the

formula)

Y = AX.)))
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Suppose now that a transformation of coordinates with the matrix C

is made; X', Y' denote,respectively, the columns of the coordinates of the

original and the transformed vectors with respect to the new basis. Then
X = CX', Y = CY' and hence)

Y' = C-l Y = C-IAX = C-IACX'.)

Thus, the matrix of our transformation with respect to the new basis is
C-lA C.

Two matrices A and B connectedby the relation B = C-l A C, where Cis

a nonsingular matrix, are calledsimilar. One and the same linear transfor-
mation corresponds with respect to various bases to a classof pairwise

similar matrices.)

Eigenvectors and eigenvalues of a linear transformation. A very

important class of linear transformations consists of the transformations
that come about in the following way.

Let e1, e2 , ..., en be arbitrary linearly independent vectors of the space.
Suppose that under the transformation they are multiplied by certain

numbers Al , A2 , ..., An . If the vectors e1, e2 , \"', en are taken as a basis
of the space, then the transformation can be describedby)

[

AI 0 '''0

]

o A 2
. .. 0

............ .

o 0 '..An)

The transformations of this class have a simpleand intuitive geometrical

meaning (of course, only for real spaces and for n = 2 or n = 3). Namely,
if all the numbers Ai are positive, then the transformation that we describe

consists in a stretching (or compressing) of the space in the directions

of the vectors e1, e2 , ..., en with coefficients AI' A 2 , ..., An. If some of
the Ai are negative, then the deformation of the space is accompanied by a

change of direction of some of the vectors e1, e2 , ..., en into the opposite.
Finally, if for example Al

= 0, then a projection of the space parallel to

e1 takes place onto the subs pace spanned by e 2 , ..., en with a subsequent
deformation in these directions.

The class of transformations we have considered is important, because
in spite of its simplicity it is very general. In fact, it can be established that

every linear transformation satisfying certain not very severe restrictions
belongsto ourclass;i.e.,we can find for it a basis in which it is described

by a diagonal matrix.

The restrictions to be imposed on the transformation become particularly)))
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clear if we consider linear transformation of a complex space. In what

follows this will be assumed.
We introduce the following definition.
A nonzero vector X which under a linear transformation A of the

space goes into a collinear vector AX is called an eigenvectorof the

transformation. In other words, a nonzero vector X is an eigenvector of
the transformation A if and only if AX = AX. The number A is called an

eigenvalue of the transformation A.

It is obvious that if in some basis a transformation has a diagonal

matrix, then this basis consists of eigenvectors and the diagonal elements
are eigenvalues.Conversely, if there exists in the space a basisconsisting

of eigenvectors of the transformation A, then in this basis the matrix of
the transformation A is diagonal and consists of the eigenvalues corre-

sponding to the vectors of the basis.

We now proceed to study the properties of eigenvectors and eigenvalues.
With this aim we write the definition of an eigenvector in coordinate
notation. Let A be the matrix corresponding to the transformation A with

respect to a certain basis and X the column of coordinates of the vector X

in the same basis. The equation AX = AX in coordinate notation is

written as AX = AX or)

(A -
AE) X = o.)

In expanded form this equation turns into the system)

(all -
A) Xl + a l2x 2 + ... +

a2l x I + (a 22
- A) X 2 + ... +)

alnx n

a 2nx n)

= 0,
=

0,)

anix i) +) a n2 x 2 +
...) + (ann -

A) X n = O.)

We can regard this system of equationsas a system of linear and homo-

geneous equations for Xl , X2 , ..., Xn. We are interested in the case when

this system has a nontrivial solution, because the coordinates of an eigen-
vector must not all be equal to zero. Now we know that a necessary and
sufficient condition for the existence of a nontrivial solution of a system
of linear homogeneousequations is that the rank of the coefficient matrix

should be less than the number of unknowns, and this is equivalent to
the vanishing of the determinant of the system)

all - A

a 21 a 22
- A)

a ln

Q2n) = o.)

ani a n2
'\"

ann
- A)))
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Thus, all eigenvaluesof the transformation A are roots of the polynomial
I A - t..E I and, conversely, every root of this polynomial is an eigenvalue
of the transformation since to every root there corresponds at least one
eigenvector. The polynomial I A - t..E I is called the characteristic poly-
nomial of the matrix A. The equation I A - t..E I

= 0 is called the charac-
teristic or secular equation and its roots characteristic numbers of the

matrix. *

By the fundamental theorem of higher algebra (Chapter IV), every
polynomial has at least one root; therefore every linear transformation

has at least one eigenvalue and hence at least one eigenvector. But, of
course, it is quite possible that even in the case when the transformation
can be expressed by a real matrix it turns out that all or some of its eigen-

values are complex. Consequently, the theorem on the existence of

(real) eigenvalues and eigenvectors for an arbitrary linear transformation

is not true in a real space. For example, the transformation of the plane

that consists in a rotation around the origin of coordinates by any angle
other than 180

0
changes the directions of all the vectors of the plane so

that there are no eigenvectorsfor this transformation.

The roots of the characteristic polynomial of a matrix A are the eigen-
values of the transformation A; therefore matrices that correspond to

one and the same transformation in distinct bases have identical sets of
roots of the characteristic polynomial. This leads to the plausible asssertion
that the characteristic polynomial of a linear transformation also depends
on the transformation only and not on the choice of a basis.This can be

verified by the following elegant calculation, which is based on the

properties of operations on matrices and determinants.

We know that if a matrix A corresponds to a transformation A in some

basis, then in any other basis the transformation A has a similar matrix
C-l A C, where C is some nonsingular matrix. But)

I C-l AC - t..E I
=

I C-IAC - C-1t..EC I
=

I C-l(A
- t..E)C I

=
I C-l II C II A - t..EI

=
I C-IC II A - t..EI

=
I A - t..E I.)

Thus, matrices corresponding to one and the same transformation A

in distinct bases have in fact one and the same characteristicpolynomial,

which can therefore be called the polynomial of the transformation.

We shall now make the assumption that all the eigenvalues of the
transformation A are distinct. Let us prove that the eigenvectors, one for
each eigenvector,are linearly independent. For if we suppose that some)

* The name \"secular equation\" has arisen in celeslial mechanics in connection with
the problem of the so-called secular disturbances in the motions of the planets.)))
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of them, say el , ..., ek , are linearly independent and the remaining ones,
among them ek+1 , are linear combinations of these, then)

ek+1
= cle) + C2e2+ ... + Ckek') (13))

When we apply the linear transformation to both sides of this equation,

we obtain)

Aek+1 = clAel + c2Ae2 + ... + ckAek ,

from which it follows by the definition of an eigenvector that

Ak+1ek+l
= clAle l + C2A2e2 + ... + CkAkek'

When we multiply equation (13) by AHI and subtract from it the equa-

tion just obtained, we have

cl(A k+1
-

AI) e l + c2(Ak +1
- A 2 ) e2 + ... + ck(A k+1

- A k) ek = 0,

hence it follows by the linear independence of el , e2 , ..., ek that

cl(A k+1
-

AI)
= c2(Ak+l - A 2 ) = ... =

ck(A HI
- A k) = O.

But we had assumed that all the eigenvalues are distinct and the vectors
are chosen one for each eigenvalue. Therefore A HI

-
Al =/=. 0,

Ak+l
- A 2 =/=. 0, ..., Ak+l -

Ak =/=. 0 and the equation (13) is impossible,
sincethe coefficients CI , C2, \"', Ck cannot all be zero.

Now it is clear that if all the eigenvalues of a linear transformation are

distinct, then there existsa basisin which the matrix of the transformation
has diagonal form. For we can choose as such a basis a system of eigen-
vectors, one for each eigenvalue. As we have shown, they are linearly

independent and their number is equal to the dimension of the space; i.e.,
they do in fact form a basis.

The theorem we have proved can be stated in terms of the theory of
matricesas follows. If all the eigenvalues of a matrix are distinct, then the
matrix is similar to diagonal matrix whose diagonal elements are these
eigenvalues.

The problem of transforming the matrix of a linear transformation to

its simplest form is considerably more complicated if there are equal ones

among the roots of the characteristic polynomial. We shall confine our-
selves to a short account of the final result.

A \"canonical box\" of order m is defined as a matrix of the form)

I..,

[\n\n' .J)))
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All the unnamed elementsare equal to zero.

A canonical Jordan matrix is defined as a matrix in which there are
\"canonical boxes\"along the main diagonal and all the remaining elements
are zero:)

[m,.A,-
[\"'.,A.

I)

I
Imt.At

l)

The numbers Ai In the distinct \"boxes\" are not necessarilypairwise

distinct. Every matrix can be reduced to a canonical Jordan matrix similar
to it. The proof of this theorem is rather complicated. We ought to mention

that this theorem plays an important role in many applications of algebra
to other problems of mathematics, in particular in the theory of systems of
linear differential equations.

A matrix can be reducedto diagonal form if and only if the orders m;
of all boxes are equal to I.)

\n5. Quadratic Forms

Definition and simplest properties. A quadratic form is a homogeneous

polynomial of degree 2 in several variables.

A quadratic form in n variables Xl' X2 , ..., Xn consists of terms of two

types: squares of the variables and products of two variables, both with

certain coefficients. A quadratic form can be written in the following

quadratic scheme:)

f(x l , X2, ...,xn ) =) allX\n + al2xlx2 + ... + alnxlxn)

+ a 21x 2x I + a2\n: +... + a2nx\nn)

+ anlxnx i + an2 x nx 2 + ... + annx; .)

Pairs of similar terms al2xlx2 and a2l x 2x I , etc., are written with equal

coefficients so that each of them gets half the coefficient of the corre-

sponding product of the variables. Thus, every quadratic form is uniquely
connected with its coefficient matrix, which is symmetric.

A quadratic form can conveniently be represented in the following)))
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matrix notation. We denote by X the column of the variables Xl' X2 , ..., Xn

by X the row (Xl' X2 , ..., x n ), i.e., the transposed matrix of X. Then)

[(Xl' X2, ..., X n ) = XI(allX I + a 12 x 2 +
... + alnx n )

+ X2(a2I XI + a22x2 +
... + a 2n x n) + ...

+ XianlX I + a n2 x 2 +
... + annx n ))

= (Xl' X2, \"., X n )

l

\n\n:.\n;..;.\n\n\n;..;.:::.\n.\n;;.\n:

lanixi + an 2X 2 +
... + annX n)

l

a ll a l2
...

aln

ll

Xl

l

_ ( ...) a2l a 22
... a 2n X:2- Xl' X 2 , , Xn ..............

:
anlan\n

...
ann Xn)

=XAX.)

Quadratic forms occur in many branches of mathematics and its applica-
tions.

In the theory of numbers and in crystallography, we consider quadratic
forms under the proviso that the variables Xl' X 2 , ..., Xn assume only

integral values. In analytical geometry a quadratic form arises in setting

up the equation of a curve (or surface) of the second order. In mechanics
and physics a quadratic form appears in the expression for the kinetic
energy of a system in terms of the components of the generalized velocities,

etc. Furthermore, a study of quadratic forms is necessary even in analysis

for the investigation of functions of several variables in connection with

problems where it is important to clarify how a given function in the

neighborhood of a given point deviates from its approximating linear
function. An example of problems of this type is the investigation of
maxima and minima of a function.

Let us consider, for example, the problem of finding the maxima and

minima of a function of two variables w = f(x, y) having continuous

partial derivatives of the third order. A necessary condition for the

point (x o ,Yo) to give a maximum or minimum of the function w is that

the partial derivatives of the first order should vanish at the point (xo , Yo)'

Let us assume that this condition is satisfied. We give to the variables X

and y small increments hand k and consider the corresponding increment
of the function Llw. = f(xo + h, Yo + k) - f(xo, Yo)' By Taylor's formula

this increment is equal, to within terms of higher order of smallness,to
the quadratic form i(rh

2
+ 2shk + tk

2
), where r, sand t are the values of

the second derivatives o2wjox2, o2wjoxoy, o2wjoy2, computed at the point
(xo, Yo)' If this quadratic form is positive for all valuesof hand k (except)))
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h = k = 0), then the function w has a minimum at the point (xo , Yo);

if it is negative, then a maximum. FinaIly, if the form assumes positive

as weIl as negative values, then there is neither a maximum nor a minimum.

Functions with a larger number of variables can be investigated in a similar

way.
The study of quadratic forms essentiaIly consists in the investigation of

the problem of the equivalence of forms under one set or another of

linear transformations of the variables. Two quadratic forms are called

equivalent if one of them can be carried into the other by one of the

transformations of the given set. Closely connected with the problem of
equivalence is the problem of reduction of a form, i.e., its transformation
into a certain form, as simple as possible.

In various problems connected with quadratic forms, we consider
various sets of admissible transformations of the variables.

In problems of analysis arbitrary nonsingular transformations of the

variables are admitted; for the purposes of analytical geometry, the greatest
interest lies in orthogonal transformations, i.e., those that correspond to

the transition from one system of variable Cartesian coordinates to
another. FinaIly, in the theory of numbers and in crystallography, we

consider linear transformations with integer coefficients and with a
determinant equal to I.

Here we shaIl consider two of these problems:the problem of the

reduction of a quadratic form to the simplest possible form by means of

arbitrary nonsingular transformations and the same problem for orthog-

onal transformations. Above all, we shall find out how the matrix of the
quadratic form is changed under a linear transformation of the variables.

Suppose that f(x 1 , X2, ..., x n ) = XAX, where A is the symmetric
matrix of the coefficientsof the form and X is the column of the variables.

We take a linear transformation of the variables, writing it briefly

X = CX'. Here C denotesthe coefficient matrix of this transformation
and X' the column of the new variables. Then X = X'Cand consequently

XAX = X'(CAC) X' so that the matrix of the transformed quadratic
form is CAe.

The matrix CAC is automatically symmetric, as is easy to verify. Thus,

the problem of reducing a quadratic form to the simplest possible form is

equivalent to the task of reducing a symmetric matrix to the simplest form

by multiplying it on the left and on the right by transposed matrices.)

Transformation of a quadratic form to the canonical form by successive

completion of squares. We shaIl show that every (real) quadratic form
can be reducedto a sum of squares of new variables with certain coefficients

by a real nonsingular linear transformation.)))
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To prove this we shall show first of all that if the form is not identically
zero, then we can make the coefficient of the square of the first variable
different from zero by the application of a nonsingular transformation of

the variables.
For suppose that)

l(xI, X2 , ..., x,,) =
anx\n + a l2x lx2 +

.,. + alnx1X n)

+ a 21x 2x I + a2\n\n +... + a 2n x 2Xn)

+ a nl x 1Ix I -+ a n2 x nx 2 + ... + annx\n,)

If an * 0, then no transformation is required. If an = 0, but some one

of the diagonal coefficients akk * 0, then we set Xl
=

x\n , Xk = X;

equating the remaining original variables to the corresponding new ones.

This nonsingular transformation achieves our object.Finally, if all the

diagonal coefficientsare equal to zero, then at least one of the nondiagonal

coefficients is different from zero, for example a l2 .

By taking the nonsingular transformation)

Xl = x;,)

X 2
= X; + X;)

and equating the remaining original variables to the new ones, we achieve
our aim.

Thus, without loss of generality we can assume that an * O.
Let us now separate out the square of a linear function such that all

the terms containing XI occur in this square.
This can easily be done. For)

l(x l , X2 , \"', xn) =)
anX\n + a 12x 1x 2 +

... + al,,>o:lxn)

+ a 21x 2x I + a22x\n +.
., + a2nx\nn)

+ anlxnx l + a n2 x nx 2 + ... + annx:)

2 2

[
a12 a ln

] [

al2 a ln

]
= an XI +. - X 2 + ... + -- X n

- an - X 2 +
... + - X n

an an an an)

+ a22x\n +
... + a 2n x 2x n)

+a n2Xn X 2 +... + annx\n')))
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By removing the parentheses in the second summand and collecting
similar terms, we obtain

fi
[

a12 a ln

]

2
r (. (Xl' X 2 , ..., Xn )

= an Xl + - X 2 +
... + - X n + Jl X 2 , \"', Xn ),

an an)

where fl is a form in n - 1 variables.
The transformation)

a 12 a ln ,
Xl + - X 2 +

'\"
+ - X n = Xl ,

an an
X 2

=
X\n ,)

X n ==
X\n ,)

is obviously nonsingular. By making this transformation we reduce our
form to)

anx\n2 + j\n(x; , ..., x\n).)

Continuing the process in a similar manner we reduce the form to the

required \"canonical\" form)

a:lZ\n + a:2Z\n +
... + a:nz\n .)

Here Zl , Z2 , \"', Zn are the new variables introduced at the last step.)

The law of inertia of quadratic forms. In the reduction of a qua-
dratic form to canonical form there always is a considerablearbitrariness

in the choice of the transformation of variables that brings about this
reduction. This arbitrariness comes in, among other things, from the fact

that we can precedethe previous method of successive separation of
squaresby an arbitrary nonsingular transformation of the variables.

However, notwithstanding this arbitrariness, as a result of the reduction

of the given form we obtain an almost unique canonical quadratic form

independent of the choice of the reducing transformation. Namely the

number of squares of the new variables that occur with positive, negative,

and zero coefficients is always one and the same, irrespective of the method
of reduction. This theorem is known as the law of inertia of quadratic
forms. We shall not prove it here.

The law of interia of a quadratic form solves the problemof equivalence

of a real quadratic form under all nonsingular transformations. For two

forms are equivalent if and only if their reduction to canonical form leads

to forms with the same number of squares with positive, negative, and
zero coefficients.)))
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Of special interest for the applications are the quadratic forms that

under reduction to canonical form turn into a sum of squares of the new

variables with all the coefficients positive.Such forms are called positive

definite.
Positive-definite quadratic forms are characterized by the property

that their values for real values of the variables not all equal to zero are
always positive.)

Orthogonal transformation of quadratic forms to canonical form. Of

special interest among all possible methods of reducing a quadratic form

to canonical form are the orthogonal transformations, i.e., those that can

be obtained by a linear transformation of the variables with an orthogonal
matrix. Such transformations are of interest, for example, in analytical

geometry, in the problem of reducing the general equation of a curve
or surface of the second order to canonical form.

In order to convince ourselves of the possibility of such a transformation,

it is convenient to regard the quadratic form as a function of vectors in a
Euclidean space by considering the variables Xl , X2 , ..\" Xn as the coordi-

nates of a variable vector in an orthonormal basis. Then an orthogonal

transformation of the variables can be interpreted as a transition from
one orthonormal basis to another.

With the quadratic form

[(Xl' X2, ..., Xn) =
allX\n +... + alnxlxn)

+ anlXnX l +
... + annx\n)

we connect the linear transformation A that has with respect to the chosen
basis the matrix)

[

au
'.'

aln

]

A = .......... .
anl

...
ann)

Then our quadratic form can be regarded as the scalar product AX, X

(where X is the vector with the coordinates Xl' X2, ..., xn ), and its coef-
ficients aij are the scalar product Aei

.
ej , where el , e2 , ..., en is the chosen

orthonormal basis.
It is easy to see that in consequence of the symmetry of the matrix A

the following equation holds for arbitrary vectors X and Y

AX. Y = X'AY.)

We shall show first of all that the transformation A has at least one real
eigenvalueand eigenvector corresponding to it.)))
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For this purpose we consider the values of the form AX. X under the

assumption that the vector X ranges over the unit sphere, i.e., the set of
alI unit vectors. Under these conditions the form AX, X will have a maxi-

mum. Let us show that this maximum AX, X is an eigenvalue of the

tranformation A and the vector Xo for which this maximum is assumed is
a correspondingeigenvector; i.e., AX o = A}Xo '

The proof of this statement is by an indirect method, namely, by

establishing that the vector AX o is orthogonal to alI vectors orthogonal
to Xo.

We note that for an arbitrary vector Z we have the inequality AZ' Z

\n A} I Z 1
2 . This is obvious from the fact that X = Z/I Z 1 is a unit vector

and A} the maximum of the values of the form AX, X on the unit sphere.

We consider Z =
Xo + E Y, where E is a real number and Yan arbitrary

vector orthogonal to the vector Xo . Then)

AZ' Z =
(AX o + EAY)' (Xo + EY)

= AXo' Xo + 2EAX o
' Y + E

2AY. Y

=
A} + 2EAX o .

Y + E
2A y. Y.)

Moreover,)

I ZI
2 = Xo + EY)(' (Xo + EY)

=
I Xo 1

2
+ E

2
1 YI

2 = I + E
2

1 Y1
2

,)

because)

Xo
. Y = 0, I Xo 1

2 = I.)

Therefore,)

A} + 2EAX o . Y + E
2A y. Y \n A} + E

2
A} I Y 1

2
,)

and from this we obtain on dividing by E2)

2- AXo. Y < A}I YI
2 - AY' Y.

E)
(14))

This last inequality must be satisfied for arbitrary real E of sufficiently

smalI absolute value.
But it can only be satisfied under the condition AX o

. Y = 0, because
ifAX o . Y> 0, then the inequality (14) is impossible for sufficiently small

positive E, and ifAX o
. Y < 0, then it is impossible for negative E of

sufficiently smalI absolute value. Thus, AX o
. Y = 0, i.e., AX o is in fact

orthogonal to every vector orthogonal to Xo. Therefore AXo and Xo are

collinear; i.e., AXo = ,\\'X o , where,\\' is a real number. The fact that

,\\' = A} is easy to verify, for)

A}
= AX o .

Xo
= ,\\' Xo

.
Xo

= A'.)))
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Now it is easy to show that every quadratic form can in fact be reduced

to canonical form by an orthogonal transformation.
Let e1, e2 , ..., en be the original orthonormal basis of the space and

/1,12 , '''In a new orthonormal basis in which the first vector /1 is an

eigenvector Xo of the transformation A. Let Xl , X2 , ..., Xn be the coordin-

ates of the vectorX in the original basis and x\n , x\n , ..., x\n its coordinates

in the new basis. Then)

[n\np[n)

where P is an orthogonal matrix.

Let us carry out the transition to the new variables in the quadratic

form AX . X. In the new variables the quadratic form has the coefficients

a;j =
AI;

.
/;. Therefore)

a;1 =
A/I '/1

= >\"dl -/1 =
>\"1'

a1j
= a;1 = A/I' /; =

>\"III
.
jj

= 0 for j i= 1;)

i.e.,the form is now)

>\"IX\n2 + 4>(x\n, ..., x\n).

Thus, by means of an orthogonal transformation we have succeededin

separating out one square of a new variable.

By repeating the same arguments with the new form 4>(x\n , ..., x\n), etc.,
we eventually arrive at the conclusion that the form turns out to be reduced
to canonical form by a chain of orthogonal transformations. But it is
obvious that a chain of orthogonal transformations is equivalentto a single

orthogonal transformation. This concludes the proof of the theorem.)

\n6. Functions of Matrices and Some of Their Applications

Functions of matrices. The applications of linear algebra to other

branches of mathematics are very numerous and diverse. It is not an

exaggeration to say that the ideas and results of linear algebraare used in

a large part of contemporary mathematicsand theoretical physics in one
form or another, particularly in the form of matrix calculus.

We shall deal briefly with one of the methods of applying the matrix

calculus to the theory of ordinary differential equations. Here functions of
matrices play an important role.)))
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First of all we definethe powers of a square matrix A. We set AO = E,
Al =

A, A2 = AA, A3 =
A2A, A4 = A3A, etc. By the associative law it

is easy to show that AmAn = Am+n for arbitrary natural numbers m and n.
The operations of addition and of multiplication by a number have been
defined for matrices. This enables us to define in a natural way the meaning
of a polynomial (in one variable) of a matrix. For if cp(x) = aoX

n

+ alX
n - l + ... + an , then we set (by definition) cp(A)

= aoAn + alAn+1 +
... + anE. Thus, the concept of the simplest function ofa matrix argument,

namely the polynomial, is defined.
By means of a limit process it is easy to generalize the concept of a

function of a matrix argument to a considerablywider class of functions

than polynomials in one variable. Without treating this problem in all

its generality we shall restrict ourselveshere to the examination of analytic
functions.

First of all we introduce the concept of the limit of a sequence of
matrices.A sequence of matrices)

r

a(l) ...
all)

1

Al = ..l\n.......\n\n.

a(l) ...
all)

\"1 nn) r

a(21
... a(21

1

' A 2
= ..1.1....... \n\n.

a(2) '.' a(2)nl nn)

is said to converge to the matrix)

A =

[

\n1.1. ....... \n\nn

]anI\". ann)

(or to have the matrix A as its limit) if limk-+oo a:f)
= au for all i,j. Further,

the sum of a series Al + A 2 + ... + Ak + ... is defined as the limit of

the sums of its segments limk-+oo (AI + A 2 +
... + A k ) if this limit exists.

Let j(z) be an analytic function regular in a neighborhood of z = O.

Then j(z) can be expanded in a power series)

j(z) = ao + a 1z + a2 z 2 + ... + akzk + ....)

For every square matrix A it is natural to set)

j(A)
= aoE + alA + a2 A2 + ... + akAk + ....)

Now it turns out that this series converges for all matrices A whose

eigenvalues lie within the circle of convergence of the power series
ao + a1z + ... + ak zk + ....)))
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Of interest for the applications are the elementary functions of matrices.
For example, the geometric series E + A + A2 + ... + Ak +... is

convergent for matrices whoseeigenvalues are of absolute value less than I,

and the sum of the seriesis the matrix (E
- A)-I, in complete accordance

with the formula)

I + x + ... + Xk +
... = \n.I-x

The representation of (E - A)-l in the form of an infinite series gives an

effective method for the approximate solution of systems of linear equa-
tions whose coefficient matrix is close to the unit matrix.

For when we write such a system in the form)

(E
- A) X = B,)

we obtain)

X = (E -
A)-l B = B + AB + A2B +

...)
(15))

and this gives a convenientformula for the solution of the system, if only

the series (I 5) converges sufficiently fast.

It is useful to consider the binomial series)

(E+A)nt = E+ m
A +

m(m -I)
A2 +

.,.
I 2!)

which can be applied (provided the eigenvalues of A are less than I in

modulus) not only for natural exponents m but also for fractional and

negative exponents.
Particularly important for the applications is the exponential matrix

function)

A2 A3
eA = E+A +-+-+ ....2! 3!)

The series defining the exponential function converges for every matrixA.
The exponential matrix function has properties reminding us of prop-
erties of the ordinary exponential function. For example, if A and B

commute under multiplication, i.e., AB = BA, then eA+B = e A . e B
.

However, for noncom muting A and B the formula ceasesto be true.)

Application to the theory of systems of ordinary linear differential

equations. In the theory of systemsof ordinary linear differential equa-
tions it is appropriate to consider matrices whose elements are functions

of an independert variable:

U(t) =
[

\nl.\n\n\n.:::..\n\n\n.\n\n)

]

.

aml(t)
...

amn(t))))
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For such matrices the concept of the derivative with respect to the

argument t is defined in a natural way, namely:)

dUet) =

[

\n\n.\n\n\n\n.:::.\n\n\n.\n\n)

]

.
dt

a;\"l(t)
\". a;\",,(t))

It is not difficult to verify that some elementary formulas of differentia-

tion are valid for matrices. For example,)

d(U + V) dU dV

dt

=
dt

+ dt '

d(cU) dU
-=c-

dt dt
'

d(UV) = dU
V + U

dV
.

dt dt dt)

(The multiplication must be carried out strictly in the order as given in

the formula!)
A system of ordinary linear homogeneous differential equations)

dYI

dt
= a ll (t) YI + a 12(t) Y2 +

... + a 1n (t) y\" .

dY2

dt
= a21 (t) YI + a 22 (t) Y2 +

... + a2n (t) y\

d;t\"
= a\"l(t) Yl + a\"2(t) Y2 +

\". + ann(t) y\

can be written in this notation in the form)

y\nDl)

dY
dt

=
A(t) Y,

A(t) =

[

\nl.l.\n?\",'.'..\n\n\n\n\n)

]

,

an1(t)
...

a\"n(t))

where)

i.e, in a form similar to a single linear homogeneous differential equation.
If the coefficients of the system are constants, i.e., if the matrix A is

constant, then the solution of the system also looks outwardly like the
solution of the equation y' = ay. For in thi& case Y = eAtC, where C is a
column of arbitrary constants.)))
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The solution in this form is very convenient for computations. The fact

is that for an arbitrary analytic function j(z) we have the equation)

f(B-ILB)
= B-1j(L) B.)

Since every matrix can be reduced to the canonical Jordan form (see \n),

the computation of a function of an arbitrary matrix reduces to the

computation of a function of a canonical matrix, which is easy to carry
out. Therefore, if A = B-1 LB, where L is a canonical matrix, then)

Y = eAtC = B-leLt BC = B- leLt
C',)

where C' = BC is a column of arbitrary constants.

From this formula it is easy to derive an explicitexpressionfor all the

components of the required column Y.

The Soviet mathematician I. A. Lappo-Danilevskil has successfully

developed the apparatus of the theory of matrix functions and was the
first to apply it to the investigation of systems of differential equations,

including those with variable coefficients. His results count among the

most brilliant achievements of mathematics in the last fifty years.)
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CHAPTER) XVII)

NON-EUCLIDEAN

GEOMETRY)

Ever since N. I. Lobacevskii first demonstrated the possibility of a
non-Euclideangeometry and put forward a new notion concerning the
relationshipof geometry to the material reality, the scope of geometry,

its methods and applications, have been enlarged exceedingly.Nowadays

mathematicians study several \"spaces\": apart from the Euclidean space

they deal with LobacevskiI space, projective space, various n-dimensional
and even infinite-dimensional spaces, Riemannian, topological, and other

spaces; the number of such spaces is boundless and each of them has its
own properties, its own \"geometry.\" In physics we use the concept of

the so-called phase and configuration \"spaces\";the theory of relativity
utilizes the notion of a curved space and other results of abstract geo-
metrical theories.

How and whence have these mathematical abstractions arisen? What

real basis, what real value and application do they have? What is their
relation to reality? How are they defined and how are they studied in

mathematics? What is the significance of the general ideas of contemporary
geometry in mathematics?

These questions will be answered in the present chapter. We shall not

give an account of the theory of abstract mathematical spaces as such;
that would require a far longer explanation and far more attention to the

specific mathematical apparatus. Our task is to throw light on the essence
of the new ideas in geometry, i.e., to answer the questions raised here,
and this can be done without complicated proofs and formulas.

The history of our problemgoesright back to Euclid's \"Elements\" and
the axiom or, as one also says, the postulate on parallel lines.)

97)))
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\nI. History of Euclid's Postulate

In his \"Elements\" Euclid formulates the fundamental premises of

geometry in the form of so-calledpostulates and axioms. Among these
there is Postulate V (in other copies of the \"Elements\" Axiom XI) which

is now usually stated as follows: \"Through a point not lying on a given
line not more than one line parallel to the given line can be drawn.\"

We recall that a line is called parallel to a given line if both lie in one

plane and do not intersect; we think here of the infinite lines, so to speak,
not of their finite segments.

It is easy to prove that we can always draw at least one parallel to a

given line a through a point A not lying on it.

For let us drop a perpendicular b from A to a and draw through A

a line c perpendicular to b (figure I). The figure so obtained is completely)

c) A

j

j'
e

FIG. l.)

a)

symmetric with respect to b, since the angles formed by b with a and c
at both its ends are equal.Therefore, when we turn the plane about b,
we bring the half lines of a and c into coincidence. Hence it is clear that

if a and c were to intersect on one side of AB, then they would have to
intersect also on the other side. It would then come out that the lines a
and c have two points in common; but this is impossible, because by a

fundamental property of the line only one line can be drawn through two

points (so that lines having two common points must necessarily coincide).

Thus, from the basic properties of the line and of the motion of a
figure (inasmuch as a turn about the line AB is a rotation of a semiplane
with this line as axis) it follows that at least one parallel to a given line

can always be drawn through a given point. Now Euclid's postulate
supplements this result by the statement that this parallel must be the

only one and no other can exist.
Among the other postulates (axioms) of geometry this one occupies

a somewhat special place. Euclid'sown formulation of it is rather com-

plicated, but even in its usual form cited here it contains a certain dif-

ficulty. This difficulty is already inherent in the very concept of parallel)))
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lines, here we deal with the whole line. But how are we to convince

ourselves that two given lines are parallel?For this purpose we ought
to produce them on both sides \"to infinity\" and convince ourselves that

they do not intersect anywhere on their whole infinite extent. This notion

clearly has its difficulties. And all this was apparently the reason why

the parallel postulate occupied a somewhat special position even for
Euclid: In his \"Elements\" this postulate is used beginning with the 29th

proposition only, whereas in the first 28 propositions he dispenseswith it.

In view of the complicated nature of the postulate the wish to do without

it is quite natural, and already in antiquity attempts were made to change
the definition of parallel lines, to change the formulation of the postulate
itself or, better still, to deduce it as a theorem from other axioms and

basic concepts of geometry.

Thus, the theory of parallel lines, founded on the Fifth Postulate,
became an object of comment and criticism in the works of many

geometers, from the days of antiquity. In the course of these investigations
it was the principal aim to get rid of the Fifth Postulate altogether, by

deducing it as a theorem from other basic propositions of geometry.
This task attracted many geometers: the Greek Proclus (5th century

A. D.) who wrote a commentary to Euclid, the Persian Nasir ed Din et
Tusi*

(13th century), the Englishman Wallis (1616-1703),the Italian

Saccheri (1667-1733), the German philosopher and mathematician

Lambert (1728-1777), the Frenchman Legendre (1752-1833),and many

others; in the span of more than two thousand years since Euclid's
\"Elements\" appeared they all outdid themselves in subtlety and geo-
metrical ingenuity trying to prove the Fifth Postulate.

However, the result of these attempts invariably remained negative.

Every time it became clear that the author of one proof or another had

in fact relied on some proposition,no matter how obvious, that did not
at all follow with logical necessity from the other premisesof geometry.

I n other words, each time what they had done amounted to replacing
the Fifth Postulate by some other statement from which in fact this

postulate followed,but which itself required a proof. t)

* Translator's note: Nasiraddin
t Of such statements, equivalent to the Fifth Poslulate, quite a large number were

set up. Here are someexamples: (I) a line parallel to a given line has a conslant distance
from it (Proclus); (2) Ihere exist similar (but not equal) triangles, Le., triangles whose

angles are equal bul whose sides are unequal (Wallis); (3) there exists at least one

rectangle, Le., a quadrangle whose angles are all right angles (Saccheri); (4) a line

perpendicular to one arm of an acute angle also intersects the other arm (Legendre);
(5) the sum of the angles of a triangle is equal to two right angles (Legendre); (6) there
exist triangles of arbitrarily large area (Gauss).This list could now be continued

indefinitely.)))
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Saccheri and Lambert penetrated deeper into the problem than the

others. Saccheri was the first to attempt a proof of the Fifth Postulate

by a reductio ad absurdum; i.e., he took as a starting point the opposite
assertion and by developing its consequences hoped to come to a con-
tradiction. When he arrived, in these inferences, at results that appeared

entirely unimaginable, he thought that he had solved the problem. But

he was mistaken, becausea contradiction to intuitive ideas does not yet

indicate a logical contradiction. After all, the problem was to prove the

Euclidean postulate on the basis of other propositions of geometry and
not to convince oneself once more of its intuitive truth. Intuitively, the

postulate itself is convincing enough. But, let us repeat, intuitive con-
clusivenessand logical necessity are two different things.

Lambert proved to be a deeperthinker than Saccheri and his predeces-
sors. Starting out on the same path he did not find a logical contradiction
and did not make the mistakes of the others; he did not claim to have

proved the Fifth Postulate. But after him, at the beginning of the 19th

century, Legendre once more \"proves\" the Fifth Postulate by falling into
the old mistake: Again he replaces the postulate by other assertions

which require proof themselves.
Thus, at the beginning of the 19th century the problem of proving

the Fifth Postulate remained as unsolved as it was in Euclid's time. The
efforts remained in vain and the problem, it seemed, would not yield.
Here, indeed,was a deepenigma of geometry; a problem whose solubility

was not doubted by the best geometersdid not yield a solution in two
thousand years.

The theory of parallel lines became one of the central problems of

geometry in the 19th century. It attracted many geometers: Gauss,

Lagrange, d'Alembert, Legendre, Wachter, Schweikart,Taurinus, Farkas

B6lyai, and others.

However, a proof of the postulate did not come forth. What, then,
was the matter: Was it due to lack of ability or was the problem perhaps
inaccurately stated? This question began to cross the minds of some
geometersthat surpassed the others in depth of thought. Gauss, the most

famous German mathematician,occupiedhimself with the problem from
1792 onward and the correct statement of the question gradually dawned

upon him. Finally he decided to abandon the Fifth Postulate and from
1813 on he developeda sequenceof theorems that are consequences of
the opposite assertion.A little later the German mathematician Schweikart,
who was then a professor of Law at Kharkov, and Taurinus followed
on the same path. But none of these arrived at a final answer to the

problem. Gauss carefully concealed his investigations, Schweikart con-

fined himself to private correspondencewith Gauss, and only Taurinus)))
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went into print with the elements of a new geometry based on the

negation of the Fifth Postulate. However, he himself ruled out the pos-
sibility of such a geometry. Thus. none of these solved the problem and

the question whether the statement was altogether correctly put remained

without an answer. The answer was first given by N. I. LobacevskiI,a
young professor at the University of Kazan: On February 23, 1826 he
read a paper on the theory of paralIels at a meeting of the physical-

mathematical faculty and in 1829 he published its contents in the Journal

of the University of Kazan.)

\n2. The Solution of Lobacevskii

l. The ideas of Lobacevskii. The essence of LobacevskiI'ssolution

of the problem of the Fifth Postulate was expressed by him in his work

\"New Elements of Geometry\"(1835)in the folIowing words:

\"It is well known that in geometry the theory of paralIels has so far

remained incomplete. The futile efforts from Euclid's time on throughout

two thousand years have compelIed me to suspect that the concepts
themselvesdo not contain the truth which we have wished to prove,

but that it can only be verified like other physical laws by experiments,

such as astronomical observations. Convinced, at last, of the truth of
my conjecture and regarding the difficult problem as completely solved,
I put down my arguments in 1826.\"

Let us examine what LobacevskiI had in mind in this statement in

which his new idea is so to speak focused,which not only gave the solution
of the problem of the Fifth Postulate, but revolutionized our whole
conception of geometry and of other branches of mathematics as well.

Already in 1815 I. N. LobacevskiIhad begun to work on the theory
of paralIels, trying at first, like the other geometers, to prove the Fifth

Postulate. In 1823 he realized clearly that alI the proofs, \"no matter of
what kind, can only be regarded as clarifications, but do not deserve to be
called mathematical proofs in the full sense.\"* He was aware, then, that

\"the concepts themselves do not contain the truth which we have wished
to prove\"; i.e., in other words, the Fifth Postulate cannot be deduced
from the fundamental propositions and concepts of geometry. How did
he convince himself that this deduction is impossible?

He did this by going farther along the path on which Saccheri and

Lambert had taken the first steps. As a hypothesis he took the statement
contradicting the Euclidean postulate, namely: \"through a point not)

* So wrote Lobacevskil in 1823 in his course of geometry, which was not published
during his lifetime. This course \"Geometry\" was first edited in 1910.)))
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lying on a given line not one, but at least two lines parallel to the given

one can be drawn.\" Let us take this statement conditionallyas an axiom

and, adjoining it to the other propositions of geometry, let us develop
further consequences of it. Then, if this assertion is incompatible with

the other propositions of geometry, we shall arrive at a contradiction

and so the Fifth Postulate will be proved indirectly: The oppositeproposi-
tion leads to a contradiction. However, in view of the fact that no such

contradiction is detected, we come to two conclusions which LobacevskiI
also reached.

The first conclusion is that the Fifth Postulate is not provable. The
second conclusion is that on the basis of the opposite axiom just formu-
lated we can develop a chain of consequences, i.e., theorems that do not

contain a contradiction. These consequencesform in their own right a
certain logically possible noncontradictory theory that can be regarded
as a new non-Euclidean geometry. LobacevskiI cautiously called it

\"imaginary,\" because he could not yet find a real .explanation for it.
But its logical possibility was clearto him. By expressing and defending
this strong conviction Lobacevskii displayed the true grandeur of a
genius who defends his convictions without wavering and does not hide
them from public opinion for fear of misunderstanding and criticism.

Thus, the first two conclusions reached by LobacevskiI consisted in the

statements that the Fifth Postulate is not provable and that it is possible
to develop on the basis of a contrary axiom a new geometry that is

logically just as rich and perfect as the Euclidean, notwithstanding the

fact that its results are at variance with the intuitive picture of space.
LobacevskiI in fact developed this new geometry, which now bears his

name. A general result of enormous importance was involved here:

Not only one geometry is logically conceivable. The significance of this

result in its full extent will be discussed later; in it is really contained
not a small part of the solution of the problems concerning abstract
mathematical spaces that were raised at the beginning of this chapter.

But let us return to LobacevskiI's statement quoted previously. He says
that geometrical truth like other physical laws can only be verified by

experiments. This means, first, that we must interpret truth as a cor-

respondence between abstract conceptsand reality. This correspondence
can only be established by experiment so that the verification of one
result or another requires experimental investigations and that mere

logical inference is insufficient for the purpose. Although Euclidean
geometry reflects the real properties of space very accurately, it cannot be
certain that further investigations might not reveal that Euclidean geome-

try is only approximately true as a theory of the propertiesof real space.

Geometry as a science of real space (and not as a logical system) would)))



\n2. THE SOLUTION OF LOBACEVSK/[) 103)

then have to be changed and made more precise in accordance with the
new experimental data.

This brilliant idea of Lobacevskilhas been completely vindicated in a

new branch of physics, the theory of relativity.
Lobacevskil himself undertook computations on the basis of astro-

nomical observationswith the object of verifying the accuracy of Euclidean

geometry. These computations corroborated at the time its truth within

the limits of the available accuracy. The situation has now changed,
although it must be emphasized at once that Lobacevskil geometry,

too, did not prove to be more accurate in its application to space, whose
properties turned out to be different and more complicated. But even

before this the Lobacevskil geometry had become well based and ap-
plicable in another connection, of which we shall speak in more detail

later.

It must be emphasized that Lobacevskil did not at all regard his

geometry as a mere logical scheme constructed on arbitrarily chosen

premises. The important task he saw not in the logical analysis of the
foundations of geometry but in the investigation of its relationship to

reality. Since an experiment cannot give an absolutely accurate solution
of the problemof truth of Euclid's postulate, it makes sense to investigate

those logical possibilities that are represented by the most fundamental

premises of geometry. This mathematical investigation helps to mark a
path on which the physical study of the properties of real space must

proceed. Furthermore, Euclid's geometry is a limiting case of LobacevskiI's

geometry, so that the latter includes wider possibilities. From this point

of view the restriction to Euclid'spostulate would have been a hindrance
to the developmentof the theory. The theory must go beyond the known

frontiers so as to search for ways of disclosing new facts and laws. A

deeper understanding of the links between mathematics and reality

enables us to select from the diverse logical possibilities precisely those
that have the best chance of being useful in the study of nature. If geometry

after Lobacevskil had not developed the mathematical doctrine of the

possible properties of space, contemporary physicswould not possess the

mathematical tools that made it possible to formulate and develop the

theory of relativity.
Thus, we can summarize LobacevskiI'ssolution of the problem of the

Fifth Postulate.

I. The postulate is not provable.

2. By adding the opposite axiom to the basic propositionsof geometry

a logically perfect and comprehensive geometry, different from the

Euclidean, can be developed.)))
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3. The truth of the results of one logically conceivable geometry or

another in its application to real space can only be verified experimentally.
A logically conceivable geometry must be elaborated not only as an

arbitrary logical scheme, but also as a theory indicating possible ways
and methods of developing physical theories.

The solution is altogether different from what the geometers wished
to obtain when they tried to prove the Euclidean postulate. It went so

much against the established ideas that it did not meet with much under-

standing among mathematicians. For them it was too new and radical.
LobacevskiI,as it were, cut the Gordian knot of the theory of parallels

instead of trying to disentangle it, as others had expected to do.)

2. Other geometers and philosophers. Almost simultaneously with

LobacevskiI the Hungarian geometer Janos B6lyai (1802-1860) also
discovered the impossibility of proving the Fifth Postulate and the pos-
sibility of a non-Euclidean geometry; he published his results as an

appendix to the geometric treatise of his father Farkas B6lyai of 1832.

Previously the father had sent his son's paper for an opinion to Gauss
and had receivedan encouraging reply, in which Gauss mentioned that

he too had reached the same results long ago. However, Gauss refrained
from publishing anything. In one of his letters he explains that he was

afraid of being misunderstood.
In scienceit always happens that the time is ripe for some results and

that they are obtained almost simultaneously and independently by

several scholars. The integral and differential calculus was developed

simultaneously by Newton and Leibnitz; Darwin's ideas were independent-

ly reached at the same time by Wallace; the elements of the theory of
relativity were found simultaneously by Einstein and also by Poincare,

and of such examples there are many more. They show once more that

science grows inevitably by the solution of problems for which it is ripe,
and not by accidental discoveries and guesses. So it was also with the

discovery of the possibility of non-Euclidean geometry, which was made

simultaneously by several geometers: LobacevskiI, B6lyai, Gauss,

Schweikart, and Taurinus.

However, as it also happens constantly in science, not all the scholars
who arrive at a new result play an equal role in its establishment and

not all of them have an equal share in the service performed. Priority
is of importancehere, but also clarity and depth of results, and coherence

and sound arguments in their derivation. Neither Schweikart nor Taurinus
were convincedof the equal status of the new geometry, and this was a
decisivefeature of the case, all the more since partial results had already
been obtained by Saccheri and Lambert. Gauss, although he apparently)))
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had this conviction, was not resolute enough to risk coming out with

it into the open.
B61yaidid not display any indecision, but he did not develop the new

ideas as far and as deeplyas LobacevskiI. For LobacevskiI was the first

to express the new ideas openly, orally in 1826 and in print in 1829,

and continued to develop and propagate them in a number of papers
culminating in the \"Pangeometry\" of 1855, which he dictated as a blind

old man in his declining years, retaining his strength of mind and his
confidence in his work. And so the new geometry bears his name.)

\n3. Lobacevskii Geometry

1. Some striking results. Thus, LobacevskiI took as his starting point

the statement contradictory to the Fifth Postulate: in a given plane at
least two straight lines can be drawn through a point that do not intersect
a given line. From this he derived a number of far-reaching consequences
that formed the new geometry. This geometry was, therefore, constructed
as a conceivable theory, as a collection of theorems that can be proved

logically proceeding from the postulate, in conjuction with other* basic

assumptions of Euclidean or, as LobacevskiI used to say, \"customary\"
geometry.

Among his deductions LobacevskiI obtained all the results analogous
to those of the \"customary\" elementary geometry, i.e., right up to non-

Euclidean trigonometry and the solution of triangles, to the calculation

of areas and volumes.We cannot here follow this chain of LobacevskiI's
deductions not because they are too complicated but merely for lack of

space. After all, even a school course in \"customary\" geometry is rather

long, and LobacevskiI's deductions are neither simpler nor shorter than
these \"customary\" deductions. Therefore we shall mention here only some

striking results of LobacevskiI, and refer the reader who is interested in

a deeper study of non-Euclidean geometry to the special literature. Later
on we shall explain a simple interpretation of non-Euclidean geometry
in the actual world.

Let us begin with the theory of parallel lines.Suppose that a line a
and a point A not on it are given. We drop the perpendicular AB from A

to a. By the fundamental assumption there exist at least two lines passing
through A and not intersecting our line a. Then every line in the angle
betweenthese two lines also does not intersect a. It is true that in figure 2
the lines band b', if produced far enough, would actually intersect a,)

* These so-called \"remaining\" propositions of geometry will also be formulated
accurately in \n5.)))
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against LobacevskiI'sassumption. But there is nothing surprising in this.

For of course Lobacevskil did not argue from figures as we can draw
them in the ordinary plane; he developed logicalconsequencesfrom his)

b)
A)

b')

a)

8)

FIG. 2.)

assumption, which contradicts what we are accustomed to seein diagrams.

Figures play only an auxiliary role here; in them the facts of non-Euclidean

geometry cannot be expressed accurately, because in a figure we draw

ordinary lines in an ordinary plane, entirely Euclidean within the limits

of accuracy of the figure.
This contradiction between logical possibility and visual representation

was an important obstacle to the understanding of Lobaeevskilgeometry.

But if we are concerned with geometry as a logical theory, then we must

look for logical rigor of the reasoning and not for agreement with

customary figures.)

2. The angle of parallelism. Let us turn again to our line a and

point A. Through A we draw a half line x that does not intersect a (for
exampleperpendicularto AB) and rotate it around A so that the angle 4>

between AB and x decreases, but without bringing it to an intersection
with a. Then the half line x reaches a limiting position corresponding

to the least value of 4>. This limiting half line c also doesnot intersect a.

For if it did intersect a in some point X (figure 3), then we could take)

A) x)

-- --)
8) a) x) x')

FIG. 3.)))
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a point X' to the right and obtain a half fine AX' intersecting a, but

forming a larger angle with AB. But this is impossible, since by the

construction of c every half line x that forms a larger angle with AB

does not intersect a.
Thereforec does not intersect a and is, moreover, the extreme one of

all the half lines passing through A a'nd not intersecting a.
By symmetry, it is obvious that on the other side we can also draw

a half line c' not intersecting a and also extreme among all such half
lines. If c and c' were continuations of one another, then together they

would form a single line c + c'. This line would then be the unique

parallel to a through the given point A, so that under the slightest rotation
either c or c' would intersect a. So once it has been assumed that the

parallel is not unique, but that there are at least two, the half lines c
and c' cannot be continuations of one another.

Thus, we have proved the first theorem of LobacevskiI geometry:
Through a point A not lying on a given line a two half lines c and c'

can be drawn such that they do not intersect a, but that every half line
in the angle between them intersects a.

If the half lines c and c' are produced,then we obtain (figure 4) two
lines not intersecting a with the additional property that every line passing
through A in the angle ex between these lines does not intersect a, but

every line in the angle fJ intersects a. LobacevskiI called these lines c,
c' parallels to a: c parallel on the right, c' parallel on the left. Half of
the angle fJ is called the angle of parallelism by LobacevskiI; it is less
than a right angle, because fJ is less than two right angles.)

A,)

c)

A)
a)

c') {3)
c)

a) a)

8) 8, 82 83

FIG. 5.)

y)

FIG. 4.)

3. Conve-:gence of parallel lines; the equidistant curve. Let us now

investigate how the distance from a of a point X on c changes when X

is shifted along c (figure 5). In Euclidean geometry the distance between
parallel lines is constant. But here we can convince ourselves that when X)))
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moves to the right, its distance from a (i.e., the length of the perpendicular
X Y) decreases.

We drop the perpendicular AIBI from a point Al to a. From Bl we
drop the perpendicular BIA2 to c (A 2 lies to the right of Al , since y is
an acute angle). Finally we drop the perpendicular A 2 B 2 from A 2 to a.
Let us show that A 2 B 2 is less than AIBI .

The theorem that the perpendicular is shorter than a slant line is valid
in Lobaeevskil geometry, because its proof (which can be found in every

school book on geometry) does not depend on the concept of parallel
linesnor on deductions connected with them. Now since the perpendicular
is shorter than a slant line, BIA2 as a perpendicular to c is shorter than

AIBl' and similarly A 2 B 2 as a perpendicular to a is shorter than BIA2 .

Therefore A 2B2 is shorter than AIBl'
When we now drop the perpendicular B2A3 to c from B 2 and repeat

these arguments, we see that A3B3 is shorter than A 2 B 2 . Continuing this

construction we obtain a sequenceof shorter and shorter perpendiculars;

i.e., the distances of AI, A 2 ,
... from a decrease. Furthermore, by sup-

plementing our simple argument we could prove that, generally, if a

point X
d

on c lies to the right of X', then the perpendicular X\" Y\" is shorter

than X' Y'. We shall not dwell on this point. The preceding arguments,
we trust, make the substance of the matter sufficiently clear and a rigorous
proof is not one of our tasks.

But it is remarkable that, as can be proved, the distance XY not only

decreases when X moves on c to the right, but actually tends to zero
as X tends to infinity. That is, the parallel lines a and c convergeasymptotic-

ally! Moreover, it can be proved that in the opposite direction the distance
between them not only increases but tends to infinity.

In Euclidean geometry a line parallel to a given line has a constant
distance from it. In Lobacevskil geometry, in general, such pairs of lines
do not exist, since a line always diverges to infinity from a given line
either on one side or on both sides. So the line that has a constant

distance from a given line can never be straight but is a curve called an
equidistant.

Theseconclusionsof Lobacevskil geometry are indeed remarkable and
are not at all compatible with the customary visual representation. But
as we have already said, such a discrepancy cannot be an argument

against Lobaeevskil geometry as an abstract theory, logically developed

from the premises assumed.)

4. The magnitude of the angle of parallelism. We shall now study
the angle of parallelism,i.e.,the angle y that the line c parallel to a given

line a forms with the perpendicular CA (figure 6). Let us show that this)))
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A) a)

FIG. 6.)

angle is smaller, the further C is from a. For this purpose we begin by

proving the following. If two lineshand h' form equal angles ex, ex' with

a secant BB', then they have a common perpendicular (figure 7).)

,
a)

b')

b)

FIG. 7.)

For the proof we draw through the midpoint 0 of BB' the line CC'
perpendicular to B. We obtain two triangles OBC and OB'C'. Their

sides OB and OB' are equal by construction. The angles at the common
vertex 0 are equal as vertically opposite. The angle ex\" is equal to ex'

since they are also vertically opposite. But ex' is equal to ex by assump-

tion. Therefore ex is equal to ex\". Thus, in our triangles OBC and OB' C'
the sides OB and OB' and their adjacent angles are equal. But then, by

a well-known theorem, the triangles are equal, in particular their angles
at C and C'. But the angle at C is a right angle, since the line CC' is
by construction perpendicular to b. Therefore the angle at C' is also a

right angle; i.e., CC' is also perpendicularto h'. Thus, the segment CC' is a
common perpendicular to both band b'. This proves the existence of a
common perpendicular.

Now let us prove that the angle of parallelism decreases with increasing
distance from the line. That is, if the point C' lies further from a than C,
then, as in figure 6, the parallel c' passing through C' forms with the

perpendicular C'A a smaller angle than the parallel c passingthrough C.)))
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For the proof we draw through C' a line c\" under the same angle to
C' A as the parallel c. Then the linesc and c\" form equal angles with CC'.

Therefore, as we have just shown, they have a common perpendicular
BB'. Then we can draw through B' a line c'\" parallel to c and forming
with the perpendicular an angle less than a right angle, since we know

already that a parallel forms with the perpendicular an angle less than

a right angle. Now we choose an arbitrary point M in the angle between
c\" and c'\" and draw the line C'M. It liesin the angle between c\" and c'\"

and cannot intersect c'. A fortiori, it cannot intersect c. But it forms

with AC' a smaller angle than c\" does, i.e., smaller than y. Then, a

fortiori, the parallel c' forms an even smaller angle, because it is the

extreme one of all the lines passingthrough C' and not intersecting a.
Therefore c' forms with C' A an angle less than c does and this means
that the angle of parallelism decreases on transition to a farther point C';
this is what we set out to prove.

We have shown, then, that the angle of parallelism decreases for

increasing distance of C from a. Even more can be shown:If the point C

recedes to infinity, then this angle tends to zero. That is, for a sufficiently

large distance from the line a a parallel to it forms with the perpendicular
to it an arbitrarily small angle.

* In other words,at a point very far from
a the line perpendicular to a is tilted by a very small angle, the \"tilted\"

line will no longer intersect a. This fact of LobacevskiI geometry, too,
makes an amazing impression. But further on we shall obtain other no
less amazing results.)

b') b)

b)

a)

o) 8)
a)

FIG. 8.) FIG. 9.)

For example, let us take the acute angle ex formed by two half lines a
and a'. We erect the perpendicular b to a at a point sufficiently far from)

* If h is the length of the perpendicular and y is the angle of paraIlelism, then as
Lobaa:vskii proved tan y/2 = e- h/t , where k is a constant depending on the unit of

length and e is the basis of natural logarithms. Obviously e- h/t , and with it y, tends
to zero for h -+ 00.)))
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the vertex 0 of ex so that the angle of paralIelismcorrespondingto the

chosen distance OB (figure 8) is less than ex. Once the angle ex is larger

than the angle of paralIelism, the line b' through 0 parallel to b forms

a smalIer angle with a. But it does not intersect b. Therefore a', afortiori,
doesnot intersect b. Thus we have shown that the perpendicular to one
arm of an acute angle erected sufficiently far from the vertex does not

intersect the other arm.)

5. More striking theorems. We have drawn alI the preceding con-
clusionswith a twofold aim. First of alI, and this is the main point, we
wanted to show by some simple examples how theorems of LobacevskiI

geometry can in fact be obtained from the premises assumed. This is a

very simple instance of the way in which mathematicians reach con-
clusions in abstract geometry, of how conclusions can be reached at alI

that are not connected with the usual visual representation. Second, we
wanted to show what peculiar results are obtained in LobacevskiI geome-

try. Let us give a few more examples.
Two lines in a LobacevskiI plane either intersect or they are paralIel

in the sense of LobacevskiI,and then they converge asymptotically on
the one side and on the other they diverge infinitely, or else they have
a common perpendicular and diverge infinitely on both sides of it.

If the lines a, b have a common perpendicular (figure 9), then two

perpendiculars c, d can be drawn to a that are paralIel (in the sense of
LobacevskiI)to b and the whole line b lies in the strip between c and d.

The limit of a circle of infinitely increasing radius is not a line but a

certain curve, a so-calIed limiting circle. It is not always possible to draw

a circle through three points not on one line, but either a circle or a
limiting circle or an equidistant (i.e., a line formed by the points that are

equidistant from a certain line) can be drawn through the three points.
The sum of the angles of a triangle is always less than two right angles.

If a triangle is increased so that alI three heights grow without bound,

then its three an gles tend to zero.
There are no triangles of arbitrarily large area.

Two triangles are equal when their angles are equal.
The length I of the circumference of a circle is not proportional to the

radius r but grows more rapidly (essentialIy by an exponential law). In
fact, the folIowing formula holds)

1= 1Tk(er / k - e- r / k
),

where k is a constant depending on the unit of length. Since)

(1))

r 1
(

r
)

2

e r / k
=I+T+'2 T. +...,)

r l
(

r
)

2

e- r / k = I
-T +'2 T

-
...,)))
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we obtain from (I):)

1 r2

)
I = 27Tr(1 + 6 k2 +

...
.) (2))

Only for small ratios r/k is it true with sufficient accuracy that I = 27Tr.

All these conclusions are logical sequencesof the premises assumed:

\"the axioms of Lobacevskil\"in conjunction with the basic propositions
of the \"customary\" geometry.)

6. Lobacevskii's geometry comparedwith Euclid's. An extremely im-

portant property of Lobacevskilgeometry consists in the fact that for

sufficiently small domains it differs but little from Euclid's geometry;
the smaller the domain, the less the difference. Thus, for sufficiently

small triangles the connection betweensidesand angles is expressed with

sufficient accuracy by the formulas of ordinary trigonometry, and the

more accurately, the smaller the triangle.
The formula (2) shows that for small radii the length of a circle is

proportional to the radius, with a good accuracy. Similarly the sum of
the angles of a triangle differs by little from two right angles, etc.

In the formula for the length of the circumference of a circle, there

occurs a constant k depending on the unit of length. If the radius is small
in comparison with k, i.e., if r/k is small, then, as isclear from formula (2),

the length I is nearly 27Tr. Generally, the smaller the ratio of the dimensions
of a figure to this constant, the more accurately the properties of the

figure approach the properties of the corresponding figure in Euclidean

geometry. *

A measure for the deviation of the properties of a figure in LobacevskiI

geometry from the properties of a figure of Euclidean geometry is the)

* For example, if a, b, c are the sides and the hypotenuse of a right-angled triangle

then instead of Pylhagoras' Iheorem the following relation holds)

2(e</k + e- c / k
) = \302\253!\"/k+ e-a/k)(e b/ k

+ e- b/ k
).)

Expanding in series we obtain)

c' a' + 6a2
b

2
+ b'

c2 + _ +
... = a2 + b

2
+ + ...

12k2 12k 2 ')

so that for large I we have the theorem of Pythagoras c2 = a 2
+ b 2 . Furthermore, from

Lobacevskii's formula for the angle of parallelism y (see the previous footnote),
tan(y/2) = r h / k . If h/k is small, i.e., if the parallels are close together, then tan y/2
= e-h / k \"\" I and y \"\" 90\302\260.Thus, for small distances parallels in a Lobacevskii plane
differ little from Euclidean parallels.)))
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ratio r/k if r measures the dimensions of the figure (radius of a circle,
sides of a triangle, etc.).

This has an important consequence.

Suppose we have to do with the actual space of the external world
and measuredistances in kilometers. Let us assume that the constant k

is very large, say 1012.

Then, for example, by the formula (2), for a circle with a radius of

even 100 km the ratio of its length to the radius differs from 27T by less

than 10- 9 . Of the same order are the deviations from other ratios of
Euclideangeometry. Within the limits of I kilometer they would even be

of the order l/k, i.e., 10-12
, and within the limits of a meter of the order

10-15; i.e., they would be altogether negligible. Such deviations from

Euclidean geometry could not be observed, becausethe dimensions of

an atom are a hundred times larger (they are of the order of 10-13
km).

On the other hand, on the astronomical scale the ratio r/k could turn
out to be not too small.

Therefore LobacevskiI also assumed that, although on the ordinary
scaleEuclid'sgeometry is true with great accuracy, the deviation from it

could be noted by astronomical observations. As we have already
mentioned, this assumption has been justified, but the insignificant

deviations from Euclidean that have now been observed on the astronomi-
cal scaleturn out to be even more complicated.

Finally, the arguments given have another important consequence. It is

this: Since the deviation from Euclidean geometry becomes smaller for

increasingvalues of the constant k, in the limit when k grows without

bound, LobacevskiI geometry goes over into Euclid's geometry. That is,
Euclid's geometry isjust a limiting case of Lobacevskii geometry. Therefore,
if this limiting case is added to LobacevskiI geometry, then it comprises

also Euclid's geometry and so it turns out, in this sense, to be a more
general theory. In view of this situation LobacevskiI called his theory
\"pangeometry,\" i.e., universal geometry. Such a relationship of theories
constantly appears in the development of mathematics and the natural

sciences: A new theory includes the old one as a limiting case, in accordance

with the advance of our knowledgefrom more special to more general
deductions.

However, all the reasonings and deductions we have made would

remain, as it were, a hardly intelligible game of the mind if we could
not establish a comparatively simple real meaning of LobaeevskiI geometry
within the system of the usual concepts of Euclidean geometry. The

solution of this problem was not finally reached by LobacevskiI himself;
it fell to the lot of his successorsand was found almost forty years after
his first paper had appeared. This solution is described in the next section.)))
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\n4. The Real Meaning of LobacevskiI Geometry

t. Beltrami's interpretation on the pseudosphere. An intuitive inter-

pretation of LobacevskiI geometry was first given in 1868, when the
Italian geometer Beltrami noted that the intrinsic geometry of a certain
surface, namely the pseudosphere, coincided with the geometry on part
of the LobacevskiIplane.We recalI that by the intrinsic geometry of a

surface one understands the colIection of properties of figures on it that

can be determined by measuring lengths only on the surface itself. In
figure 10 on the left we have drawn the so-calIed tractrix. This is the curve)

y)

,.)

x)

.:'1t.)

FIG. 10.)

with the property that the length of the segment of its tangent from the

point of contact to the intersection with the Oy-axis is constant for all
points of the curve. The Oy-axis is its asymptote. By rotating the tractrix

around its asymptote, we obtain a surface, which is calIed a pseudosphere
and is illustrated in figure 10 on the right.

The interpretation of LobacevskiI geometry by Beltrami comes to this,
that alI geometrical relations on part of the LobacevskiIplane coincide
with the geometrical relations on a suitable part of the pseudosphere

provided the following convention is adopted. The role of straight line

segments is taken over by shortest lines on the surface, the so-called
geodesics.The distance between points is defined as the length of the

shortest line joining them on the surface. Figures are calIed equal if their)))
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points can be put in correspondence with each other in such a way that

intrinsic distances between corresponding points are equal.A motion of

figures on the pseudosphere that preserves their dimensions from the point
of view of the intrinsic geometry, although accompanied by bending,

represents a motion in the LobacevskiI plane. Lengths, angles, and areas
are measured on the surface as usual and correspond to lengths, angles,

and areas in LobacevskiI geometry.
Beltrami's interpretation shows that, given these conditions, to every

statement of LobacevskiI geometry referring to part of the plane there

corresponds an immediate fact of the intrinsic geometry of the pseudo-
sphere. LobaeevskiIgeometry consequently has a perfectly real meaning:
It is nothing but an abstract account of the geometryon the pseudosphere.

We ought to mention that, thirty years before Beltrami's discovery,
the intrinsic geometry of the pseudosphere had already been investigated

by F. Minding, who had in fact established the properties that show that

it coincides with LobacevskiI geometry. However, neither he nor anyone

else noted this, until LobacevskiI's ideas had been sufficiently propagated.

Beltrami had only to compare the results of LobacevskiIand Minding

to become aware of the connection between them.

Beltrami's discovery at once changed the attitude of mathematicians

to LobacevskiI geometry; from being \"fictitious\" it became real. *

2. Klein's interpretation in the circle and the sphere. However, as

we have emphasized,not the whole LobacevskiI plane is realized on the

pseudosphere, but only part of it.t)

* The hislory of the gradual establishment of the real meaning of Lobacevskii

geometry was in fact even more complicated. First of all, LobaCevskii himself had the
means of proving ils noncontradictory character by a so-called analytical model,
but he did not succeed in carrying the proof right Ihrough. This was done much later.
Second, Ihe German mathemalician Riemann came forward in 1854 with a theory
(see \n1O) in which Beltrami's results are already conlained, although Riemann did not

express Ihem clearly; his paper was not understood and was not published unlil afler his
death in 1868 in the same year as Ihe appearance of Beltrami's paper. The whole
hislory of Lobacevskii geometry from Ihe attempts at proving Euclid's poslulate to
the complele clarification of the significance of non-Euclidean geometry is highly instruc-

tive in that it shows what slruggles and roundaboul ways are often needed to discover
a Irulh which afterwards lurns out 10 be simple and intelligible.

t The pseudosphere has everywhere the same negative Gaussian curvature. All
surfacesof constant negalive curvature have (at least in small parts) the same intrinsic

geometry and can therefore serve as models of Lobacevskii geomelry. However, as
Hilbert proved in 190I, none of these surfaces can be extended infinitely in all directions
withoul singularities, so that they can no I serve as a model of the whole Lobacevskii

plane. On Ihe other hand, the young Dutch mathematician Kuiper showed in 1955
that there exist smooth surfaces Ihat represenl in the sense of their intrinsic geometry
the whole LobaCevskiiplane, but such surfaces although smooth cannot be bent

continuously, they do not have a definite curvature.

Let us also note Ihe following. When LobaCevskiigeometry is represented on a)))
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Therefore the task of giving an actual interpretation of LobaeevskiI
geometryon the whole plane, and all the more for his geometry in space,

still remained unsolved. This was done later in 1870 by the German
mathematician Klein. Let us explain what his solution was.

In an ordinary Euclideanplane we' take a circle and consider only the

interior of the circle; i.e., we excludefrom our investigation its circum-
ference and the domain outside. We agree to call this interior of the

circle a \"plane,\" since it will turn out to play the role of a LobacevskiI

plane. The chords of our circle will be called \"lines\" and in accordance

with the agreement we have just made the end points of chords, as lying

on the circumference, are excluded. Finally, a \"motion\" shall be any

transformation of the circle that carries it into itself and carries lines into

lines, i.e., does not distort its chords. The simplest example of such a

transformation is a rotation of the circle around its center, but it turns

out that there are far more of them. What these transformations are will

be stated in the following paragraphs.
Now if we introduce these conventions of nomenclature, then the facts

of the ordinary geometry within our circle are transformed into theorems

of LobacevskiI geometry. And conversely, every theorem of LobacevskiI
geometry is interpreted as a fact of the ordinary geometry within the

circle.

For example, by LobacevskiI's axiom at least two lines can be drawn

through a point not lying on a given line that do not intersect the line.
Let us translate this axiom into the language of ordinary geometry by

our conventions, i.e., replace lines by chords. Then we obtain the state-
ment: At least two chords can be drawn through a point inside the circle
not lying on a given chord that do not intersect the chord. The truth of

this statement is obvious from figure 11. Therefore LobacevskiI's axiom
is satisfied here.

We recall further that in LobaeevskiI geometry among the lines passing
through the given point and not intersecting the given line there are two
extreme ones, namely the ones that are called by Lobacevskil parallels to

the given line. This means that among the chords passing through the

given point A and not intersecting the given chord BC there are two

extreme chords. And indeed, these extremechordsare the ones that pass

through B or C, respectively. They do not have common points with

BC, because we exclude points on the circumference. Thus, this theorem
of Lobaeevskilis satisfied here.

For a further translation of LobacevskiI'stheorems into the language)

surface of negative constant curvature K, the constant k that figures in the fonnulas
of the preceding section assumes a simple meaning: k\" = -IlK.)))
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of ordinary geometry within the circle, it is necessary to explain how

segments and anglesare to be measured in the circle in such a way that
these measurementscorrespondto Lobacevskil geometry. Of course, the

measuring cannot be the same as the usual one, because in the ordinary

sense a chord has finite length and the line that the chord represents is
infinite. This could perhaps be regarded even as a contradiction, but we

shall see that no contradiction exists.

Let us recall first of all that in ordinary geometry lengths of segments
are measured as follows. Some segment A B is chosen whose length is

taken to be the unit and the length of any other segment X Y is determined

by comparing it with A B. For this purpose the segment A B is laid off
along XY. If there remains a part of XY less than AB, then AB is divided
into, say, 10 equal parts (equal in the sense that each is obtained from

the other by a translation); these parts are laid off on the remaining
portion of XY; if necessary,AB is then divided into 100 parts, etc. As a

result the length of XY is expressed as a decimal fraction, which may be

infinite. Consequently, lengths are measured by means of a motion of the

whole or part of the segmentchosenas unit; i.e., measurement is based
on motion. And once motions are defined (in our case we have defined

them as transformations of the circle that carry lines into lines), then it is

known what segments are to be regarded as equal and how length has

to be measured. The term that defines motion already contains, though

in an implicit form, the rule for measuring lengths. Angles are measured

in just the same way, by laying off the angle taken to be the unit. Thus,

the rule for measuring anglesis alsocontained in the definition of motion.)

FIG. II.)

A) 8) B, 82 83)
c) o)

FIG. 12.)

The correspondingrulesfor measuring lengths and angles in LobaeevskiJ

geometry are fairly simple, although essentially different from the ordinary)))
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rules. We shall not derive them here, becausethis is not a point of principal
significancein our arguments.

*

By the rule for measuring lengths it comes out that a chord has infinite

length. And this is so because if by a transformation that we have taken
to be a motion the segment AB is carried into BBI, then into BIB2 , etc.,
these segments BkBk+I become shorter and shorter in the usual sense

(although equal in the sense of our model of Lobacevskil geometry;

figure 12). The points BI , B2 ,
...

, Bk , ...
accumulate at the end point of

the chord. But for us the chord has no end point; the end point is excluded

by agreement, and in this sense it is \"at infinity.\" In the sense of
Lobacevskilgeometry the points BI , B2 ,

... do not accumulate anywhere,
they extend to infinity. By means of transformations that we have taken

to be motions, laying off equal segments one after another, we cannot
reach the circumference of the circle from within.

In order to understand clearly how segments are laid off in the model,

let us consider the transformation that plays the role of a translation along
a line.

Supposethat rectangular coordinates are introduced in the plane with

the center of the circle as origin. To fix our ideas let us assume that our

circle has unit radius so that its circumference is represented by the

equation x 2 + y2
= I and the points of the interior satisfy the inequality

x 2 + y2 < l.

We consider the transformation given by the formulas)

x' =) x+a
I + ax') y'

=) yV\n

I +ax)
(3))

where x', y' are the coordinates of the point into which the point with

the original coordinates x, y is carried by the transformation, and where
a is an arbitrarily given number of absolute value less than l.

When we find x and y from (3) we obtain, as is easy to verify, for the

inverse expressions of x and y in terms of x', y')

,
x -a

x=
I - ax\

v' V I - a2

y
=\"

I - ax') (4))

The transformation (3) satisfies the two conditions for a \"motion\" in

our model: (l) it carries the circle into itself; (2) it carries lines into lines.)

*The rule for measuring length turns out to be the following. Let the segment AB
lie on the chord CD (figure 12). Measuring segments in the usual way we form the
so-called cross ratio CBICA : DBIDA. Its logarithm is taken to be the length of AB.)))
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To prove the first property we have to convince ourselves, strictly
speaking, that the inequality or equality x2

+ y2 \n I implies the cor-

responding relation X'2 + y'2 \n I and vice versa. Let us show, for

example, that when x 2
+ y2 = I, then necessarily X'2 + y'2 = I, i.e.,

that the points on the circumference of the given circle remain on it.

We compute X'2 + y'2, using (3) and taking into account that

x 2
+ y2 = I, i.e., y2

= I - x 2
,)

(x + a)2 + y'!(l - a2
)

X'2 + /2 =
(l + ax)2)

(x + a)2 + (I - x2
)(1

- a2)
(l + ax)2)

x 2
+ 2ax + a2

+ I - x2 - a2 + a2 x 2

(l + ax)2)

1 + 2ax + a2 x'!

I + 2ax + a2x 2)

=1.)

Therefore, when x 2
+ y2 = I, then also X'2 + y'2 = 1. The remaining

cases are verified similarly.
The second property of (3) is established very simply. For we know

that every line is represented by a linear equation and, conversely, every
linear equation representsa line.Suppose that the given line is)

Ax + By + C = O.) (5))

After the transformation (4) we obtain)

, 'V I
2

A
x - a

+ B
)'

- a
+ C = 0,I - ax' I - ax')

or, by reducing to the common denominator,)

(A
- aC) x' + BV I - a2y' + (C -

aA)
= O.)

This equation is linear and consequently represents a line. This is the

line into which (5) is carried by the transformation. Let us also note

that the transformation (3) carries the Ox-axis into itself, causing only
a displacement of the points along it. This is clear, becauseon this axis

y = 0 and by (3) we then also have y' = O. On the Ox-axis the trans-
formation is given by the single formula)

x' =)
x + a

(I a I < 1).
I + ax)

(3'))))
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On this line the segment X I X2 goes over into x\nx\n by the formula (3')
and by our convention these arguments are to be regarded as equal.

This is the manner in which the \"laying off a segment\" proceeds.

For the center 0 of the circle x = 0 so that x' = a; i.e., under (3')
the center goes over into the point A with the coordinate x = a.

Since a can be arbitrary subject only to I a I < I, the center can be
carried into any point on the diameter along the Ox-axis.

Under the same transformation, the point that was at A before is
carried into the point Al with coordinate)

a +a 2a
X I

=-=-
1+a 2

1+a
2

')

Thus, the segment OA goes over under (3) into AA I and so it is \"laid off\"

on the \"line\" representing the biameter of the circle.
By repeating the same transformation, we can again layoff the same

segment arbitrarily often. The point An with the coordinate X n goes over

into the point An+! with the coordinate)

X n +a
Xn+I

=
1 + aX n)

So we obtain points A, Al , A 2 ,
... with the coordinates)

2a
Xo

= a, Xl
=

----:i '
l+a)

Xl + a 3a + a3

X 2
=

I + aX I

=
1+ 3a2 ')

Since all the segments AnAn+I are obtained from OA by transformations

expressing a motion, they are all \"equal\" to one another, equal in the

sense of LobacevskiI geometry as it is represented in the model. It is

easyto show that the points An converge to the end point of the diameter.

In the sense of the model they recede to infinity.

Since the Ox-axis can be given any direction, the same shift trans-

formations are possible along any diameter. By combining them with

rotations around the center of the circle and reflections in a diameter,
we obtain all \"motions\" as they are to be understood in the model;

they consist of shifts, rotations, and reflections. These transformations

will be studied in more detail in the next section, where it will be proved

rigorously that LobaeevskiI geometry is really satisfied in our model and

that, in particular, the transformations we have definedas motions satisfy

all the conditions (axioms) to which motions are subject in geometry.
Let us repeat oncemorewhat sort of a model of LobaeevskiIgeometry

Klein proposed. In a plane we have taken the interior of a circle;a point)))
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is regarded as a point, a line as a chord (with the end points excluded),
a motion is taken to be a trans-
formation carrying the circle into
itself and chords into chords; the

situation of points (a point lies on

a line; a point lies between two

others) is to be understood in the

usual sense. The rule for measuring
lengths and angles (and also areas)
alreadyfollows from the way in which
motion is defined, equality of seg-
ments and angles (and of arbitrary

figures) is also defined and the same
definition is applicable to the oper-
ation of laying off one segment along FIG. 13.
another.

Under all these conditions to every theorem of Lobacevskiigeometry in

the plane there corresponds a fact of Euclidean geometry within the circle,
and vice versa:every such fact can be reinterpreted in the form of a theorem
of Lobacevskii geometry.

A model of LobacevskiI geometryin space can be constructed similarly.
For the space we take the interior of some sphere(figure 13), a line is
interpreted as a chord, and a plane as a circle with its circumference
on the sphere, but the surface of the sphere itself, and hence the end

points of chords and the circumferences of these circles,are excluded;
finally, a motion is defined as a transformation of the sphere into itself
that carries chords into chords.

When this model of LobacevskiI geometry was given, it was established

incidentally that his geometry has a simple real meaning. LobacevskiI

geometry is valid, because it can be understood as a specific account

of geometry in a circle or a sphere.At the same time its noncontradictory
character was proved: Its results cannot lead to a contradiction, since
everyone can be translated into the language of ordinary Euclidean

geometry within a circle (or a sphere,if we are concerned with LobaeevskiI
geometry in space).

*)

3. Other interpretations. After Klein another model of LobaeevskiI
geometry was given by the French mathematician Poincare, who used it
to derive important results in the theory of functions of a complex)

* Mathematicians usually say that Lobaeevskii geometry can be represented within
Euclid's geometry, and so it is just as noncontradictory as Euclid's goometry.)))
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variable.* Thus, in his hands LobacevskiJ geometry led to the solution

of difficult problems from an entirely different branch of mathematics.
LobacevskiI geometry has found a number of other applications in

mathematics and theoretical physics; for example, in 1913 the physicist
Varicak applied it in the theory of relativity.

LobacevskiI geometry is growing successfully; the theory of geometrical

constructions, the general theory of curves and surfaces, the theory of
convex bodies,and other subjects are being developed in it.)

\n5. The Axioms of Geometry; Their Verification in the Present Case

1. Preciseformulation of the axioms. In order to give a strict

mathematical proof that Klein's model really provides an interpretation

of LobacevskiJ geometry, we have first of all to state accurately what it is

that has to be proved. To verify LobacevskiI's theorems one after the
other would be absurd; there are too many of them, in fact infinitely

many, because one can prove more and more new theorems. However,
it will be sufficient to show that in Klein's model the fundamental proposi-
tions of LobacevskiJ geometry are satisfied, since from these the remaining

ones can be deduced. But in that case these fundamental propositions
must be formulated precisely.

Thus, the problem of proving that LobacevskiI geometry is noncon-

tradictory reducesto the problem of stating its fundamental propositions,

i.e., its axioms, accuratelyand completely.And since the assumptions of
LobacevskiJ geometrydiffer from those of Euclid's geometry by the axiom

of parallelism only, our task comes to a precise and complete formulation
of the axioms of Euclidean geometry. In Euclid such a formulation does

not yet exist; in particular, a definition of the properties of motion or

superposition of figures is altogether absent, although of course, he makes
use of them. The task of making Euclid's axioms accurate and complete

came to the fore precisely in connection with the development of
LobacevskiJgeometry; and also with the earlier mentionedgeneral trend

at the end of the last century toward making the foundations of mathe-
matics more rigorous.

As a result of the investigations of a number of geometers, the problem
of formulating the axioms of geometry was finally solved.

Generally speaking, the axioms can be chosen in various ways, taking)

*Poincare's model amounts to this: The Lobacevskii plane is again taken to be
the interior of a circle, but lines are interpreted as arcs of a circle perpendicular to

the circumference of the given circle; a motion is defined as an arbitrary conformal
transformation of the circle into itself. (The connection with conformal transformation
also yields the connection with the theory of functions of a complex variable.))))
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various concepts as starting points. Here we shall give an account of the
axioms of geometry in a plane which is based on the concepts of point,

straight line, motion, and such concepts as: The point X lies on the line a;
the point B lies between the points A and C; a motion carries the point X
into the point Y. (In our case other concepts can be defined in terms of

these; for example, a segment is defined as the set of all points that lie

between two given ones.)

The axioms fall into five groups.)

I. Axioms of incidence.)

I. One and only one straight line passes through any two points.
2. On every straight line there are at least two points.
3. There exist at least three points not lying on one straight line.)

II. Axioms of order.)

I. Of any three points on a straight line, just one lies between the other
two.

2. If A, B are two points of a straight line, then there is at least one
point C on the line such that B lies between A and C.

3. A straight line divides the plane into two half planes (i.e., it splits

all the points of the plane not lying on the line into two classes such that

points of one class can be joined by segments without intersecting the

line, and points of distinct classes cannot).)

III. Axioms of motion.)

(A motion is to be understoodas a transformation not of an individual

figure, but of the whole plane.)
1. A motion carries straight lines into straight lines.

2. Two motions carried out one after the other are equivalent to a
certain single motion.

3. Let A, A' and a, a' be two points and half lines going out from
them, and ex, ex' half planes bounded by the lines a and a' produced; then

there ex.ists a unique motion that carries A into A', a into a' and ex into ex'.

(Speaking intuitively, A is carried in A' by a translation, then the half line a
is carried by a rotation into a', and finally the half plane ex either coincides

with ex' or else it has to be subjectedto a \"revolution\" around a as axis.))))
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IV. Axiom of continuity.)

1. Let Xl , X 2 , X 3, '\" be points situated on a straight line such that

each succeeding one lies to the right of the preceding one, but that there

is a point A lying to the right of them all. * Then there exists a point B

that also lies to the right of all the points Xl , X 2 ,
...

, but such that a

point X n is arbitrarily near to it (i.e., no matter what point C is taken

to the left of B, there is a point Xn on the segment CB).)

V. Axiom of parallelism (Euclid).)

I. Only one straight line can pass through a given point that does not

intersect a given straight line.
These axioms, then, are sufficient to construct Euclidean geometry in

the plane. All the axioms of a schoolcourseof plane geometry can in

fact be derived from them, though their derivation is very tedious.
The axioms of LobacevskiI geometry differ only in the axiom of

parallelism.)

V'. Axiom of parallelism (Lobacevskii).)

I. At least two straight lines pass through a point not lying on a given

straight line that do not intersect the line.
It may appear somewhat strange that in the list of axioms there is.

for example, this one: \"On every straight line there are at least two points.\"
Surely in our idea of a line there are even infinitely many points on it.
No wonder that neither to Euclid nor to anyone of the mathematicians

up to the end of the last century did it occur that such an axiom had to be
stated: it was assumed tacitly. But now the situation has changed. When

we give a new interpretation of geometry, we may understand by a straight

line not the usual line, but something else: a geodesic on a surface, a
chord of a circle,or what have you. Therefore the need clearlyarisesfor

stating accurately and exhaustively everything we have to postulate of
those objectsthat will be described as straight lines. The same applies
to all the other concepts and axioms.

So the appearance of various interpretations of geometry, as we have
alreadysaid,was one of the important stimuli towards an accurateaccount

of its fundamental statements. This is also the historical order: The

precise formulation of the axioms came after the models of Beltrami,

Klein, and Poincare.)

*
\"Right\" can be replaced by \"left.\)
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2. Verification of the axioms for Klein's model. We shall now show
that in Klein's model all the enumerated axioms are satisfied except the

Euclidean axiom of parallelism.As we have mentioned in the preceding
section (figure II), it is clear that here not this axiom but LobaeevskiI's

axiom holds. It remains to verify the axioms I-IV.

The plane in the model is the interior of a circle (whoseradius will be

taken to be I). Points play the role of points, chords the role of straight

lines; the concepts \"a point lies on a straight line\" and \"a point lies
betweentwo others\" are understood in the usual sense. Hence it is obvious

that the axioms of incidence.order, and continuity are satisfied. For

example, the third axiom of order simply means that a chord divides

the circle into two parts.

It remains to verify the axioms of motion. A motion is defined as a
transformation that carries the circle into itself and straight lines into

straight lines. From this definition it is obvious that these transformations

fulfill the first two axioms of motion: The first, because straight lines

are just chords and consequentlypreservation of chords means preserva-
tion of straight lines; the second, because if two transformations carrying
the circle into itself and the chords into chords are carried out, then the

resulting transformation also carries the circle into itself and chords into
chords; i.e., it is one of those regarded as \"motions.\"

Thus, only the third axiom of motion remains and the verification of
it is the only point of difficulty here.

First of all we note that this axiom contains two statements.
Let A, A' be two points, a, a' two half lines going out from them,

ex, ex' two half planes bounded by the lines a, a'.
The first claim is that there exists a motion carrying A into A', a into

a', and ex into ex'.

The second claim is that there is only one such motion.
We could perhaps refer to the fact that both these statements have

already been proved in Chapter III, \n14, but we prefer to prove them

here without getting involved, as was the case in Chapter III, with other

more general problems.
Let us show that the first statement is true in our model (i.e., in the ap-

propriate interpretation of the terms \"half line,\" \"half plane,\" \"motion\.

To begin with let us assume that the point A' is at the center of the
circle. We take coordinate axes so that the origin is at the center of the

circle and the Ox-axis passes through the point A (figure 14). In the
precedingsectionwe have investigated the transformation)

x' =) x+a
y'I + ax')

yvt=\"Q2
1+ ax)

(6))))
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We have proved there that it is a \"motion\" (i.e., that it carries the given
circle into itself and straight lines into straight lines).

Let Xo be the abscissa of A, its ordinate being Yo
= O. Therefore, when

we choose a = - xo, then, by (6), A goes over into the point with the
coordinates (0, 0), i.e.,into A'.)

a)

\n
a')

\"

'!)

FIG. 14.) FIG. 15.)

Now since straight lines go over into straight lines, the \"half line\"

(i.e., segment of a chord) a assumessomeposition a\" (figure 14). By a
rotation around the center we can now carry a\" into a'. The \"half plane\"

ex is one of the segments bounded by the \"straight line\" (chord) a. If
after our motion it coincides with a', then the transformation is complete;
if not, then by a revolution (reflection in the diameter a') we carry it

into the semicircle ex'.

Thus, by combining the \"shifting\" process (6) with a rotation and,
if necessary, a revolution, we have carried A, a, ex into A', a', ex'. But

the result of all these \"motions\" is again a \"motion\"; this \"motion\"

carries A, a, ex into A', a', ex'; i.e., the existenceof the required motion

is now proved.
So far we have restricted ourselves to the special case when the point

A' is at the center. Let us now assume that it has some other position.
Then by what we have already proved we can carry it into the center
by a certain \"motion\" which we denote by Dl . Then the \"half line\" a'

goes over into some \"half line\" a\" passing through the center, and the
\"half plane\" ex' into a certain \"half plane\" (semicircle) ex\" (figure 15).

As we have already proved, by means of a certain \"motion\" D 2 we can

also carry A into the center, the \"half line\" a into a\", the \"half plane\" ex)))
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into ex\". Finally by the inverse \"motion\" of Dl we carry A' into its former

place and at the same time a\", ex\" return to their original positions a', ex'*

Thus, as a result of combining the \"motion\" D 2 and the \"motion\"
inverse to Dl we carry A, a, ex into A', a', ex'. But a combination of
\"motions\" is again a \"motion\"; and so we have ascertained that there)

FIG. 16.)

exists a motion carrying A, a, ex into A', a', ex' whatever the position of
A and A' in the circle. So the first statement included in the third axiom

of motion is proved in its full extent.

Let us now show that the second statement is also satisfied in our

model. In the sense of this statement, we have to prove the following.
Let A, A' be two points inside the circle, a, a' segments of chords

emanating from them, and ex, ex' parts of the circle bounded by these

chords. For the sake of clarity we illustrate these points, chords, and
parts of the circle in two different drawings (figure 16) although, of course,
they lie in the Dne circle in question. It is claimed that the \"motion\"

carrying A into A', a into a', ex into ex', respectively, is unique, i.e., is
completelydetermined by these data.

F or the proof we shall considera transformation not only of the given
circle, but of the whole plane. t A \"motion,\" by definition, carries straight

lines into straight lines. A transformation having these properties is)

* The \"motion\" inverse to D, is expressedby the fonnulas (4) (\n) if D, is expressed
by (3).

t It can be proved thaI a transfonnalion of a circle into itself carrying straight lines
into slraighl lines can be extended uniquely with preservation of this property to the

whole projective plane, i.e., the plane to which points at infinity have been adjoined.)))
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called projective.Consequently,we can say that for us a \"motion\" means

a projective transformation carrying the given circle into itself. (In figure 16
we have illustrated this so that the circle K goes over into the circle K'.

We only have to imagine that by a parallel shift the circle K' is super-
imposedon K.)

Projective transformations have been studied in Chapter III, \n12, and
we shall make use here of the following important theorem that was
proved there: A projective transformation is completely determined by

the images of four points no three of which are collinear.
Let us return to the \"motion\" in question. It carries the chord segment a

into a' and therefore carries H into H'. Since it carries chords into chords,
it also carries C into C'.

Furthermore, sincea \"motion\" generally carries straight lines into

straight lines and the given circle into itself but in our illustration the
circle K into K', it carries the tangents at Hand C into the tangents at

H' and C'. Therefore the point D of intersection of the first tangents

goes over into the point D' of intersection of the second tangents
*

(figure 16).

Now since A goes over into A' and straight lines into straight lines,

the line AD goes over int\n A'D'. But AD intersects our circle in two

points E, F, and A'D' intersects it in E', F'. (In the drawing these points

lie on the circumferences of K and K'.) Since the circle goes over into

itself, the points E, F go over into E', F'. Let E lie on the arc bounding
the part 0: and E' on that bounding 0:'. Then, since 0: by assumption

goes over into 0:', E goesover precisely into E' and F into F'.
Thus we have found that under the \"motion\" in question the points

H, C, E, F on the circumference go over into H', C', E',F'. But it is obvious

that of the points H, C, E, F and H', C', E', F' no three can be collinear.

Therefore, by the theorem quoted earlier, the projective transformation

carrying H, C, E, F into H', C', E', F' is unique. But a \"motion\" is a

projective transformation. Consequentlyour \"motion\" carrying A, a, 0:
into A', a', 0:'is unique, and this is what we had to prove.

Thus we have shown that in the model in question all the axioms of
Euclidean geometry are in fact satisfied, except the axiom of parallelism;
or in other words, that all the axioms of Lobacevskil geometry are

satisfied in the model. The model therefore is a realization of Lobacevskil
geometry. This geometry is, as it were, reduced to Euclid'sgeometry

inside the circle, presented in a special manner with the agreed inter-

pretation of the terms \"straight line\" and \"motion\" in the model.)

*
If, for example, the tangents at B and C are parallel, then the point D is \"at

infinity.
..)))
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Incidentally, this enables us to develop the Lobacevskiigeometry on the

given concrete model, a method that turns out to be more convenient

in many problems.
From the point of view of a logical analysis of the foundations of

geometry, the proof we have given shows, first, that the Lobacevskii

geometry is noncontradictory and, second,that the parallel postulate
cannot possibly be deduced from the remaining axioms enumerated

previously.)

\n6. Separation of Independent Geometric Theories from

Euclidean Geometry)

1. Projective geometry. A fundamental development of geometry
parallel with the creation of Lobacevskii geometry came about in yet

another way. Within the wealth of all the geometric properties of space,
separate groups of properties, distinguished by a peculiar interrelatedness

and stability, were singled out and subjected to an independent study.

These investigations, with their separate methods, gave rise to new

chapters of geometry, i.e., to the science of spatial forms, just as for

example anatomy or physiology form distinct chapters in the science of
the human organism.

Initially, geometry was not divided up at all. It studied mainly the
metrical properties of space connected with the measurement of the
dimensions of figures. Circumstances not connected with the measurement
but the qualitative character of the natural location of figures were
considered in passing only, although it was noted long ago that part of

these properties is distinguished by a peculiar stability, in that they are)

o)

FIG. 17.)))
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preserved under rather substantial distortionof the form and displacement
of the location of figures.

Let us consider, for example, the projectionof a figure from one plane
into another (figure 17). The lengths of segments are changed in the

process and so are the angles, the outlines of objects are visibly distorted.

However, for example, the property of a number of points of lying on

one straight line is preserved and so is the property of a straight line of
being a tangent to a given curve, etc.

Projections and projective transformations have already been treated
in Chapter III, where we mentioned their obvious connection with

perspective, i.e., the drawing of spatial figures on a plane. The study of

properties of perspective goes back in antiquity right to Euclid, to the
work of the ancient architects; artists concerned themselves with perspec-

tive: Durer, Leonardo da Vinci, and the engineer and mathematician
Desargues (I7th century). FinaIly, at the beginning of the 19th century

Poncelet was the first to separate out and study systematically the

geometrical properties that are preserved under arbitrary projective
transformationsof the plane (or of space) and so to create an independent

science, namely projective geometry. *

It might seem that there are only a few, very primitive properties that

are preserved under arbitrary projective transformations, but this is by
no means so. For example,we do not notice immediately that the theorem

stating that the points of intersection of opposite sides (produced) of a
hexagon inscribed in a circle lie on'a straight line also holds for an ellipse,
parabola, and hyperbola.The theorem only speaks of projective properties,
and these curves can be obtained from the circle by projection. It is even
less obvious that the theorem to the effect that the diagonals of a circum-
scribed hexagon meet in a point is a peculiar analogue of the theorem

just mentioned; the deep connection between them is revealed only in

projective geometry. Also it is not obvious that under a projection,
irrespective of the distortion of distances, for any four points A, B, C, D
(figure 18) lying on a straight line the cross ratio ACfCB: AD/DBremains

unaltered)

AC . AD

CB'DB)

A'C' . A'D'
C'B\" D'B\

This implies that many relations are maintained in a perspective. For

example, by using this fact it is easy to determine the distance of the)

* Poncelel, a French military engineer, carried out his geomelrical investigations
during his captivity in Russia after 1812. His \"Traite des proprietes projectives des
figures\" appeared in 1822.)))
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telegraph poles A, B, C from the point D (figure 18) on a photograph

of the road leading into the distance, when their spacing is known.
With projective geometry and its application to aerial photography,

we have dealt in Chapter III. It stands to reason that its laws are used
in architecture, in the construction of panoramas, in deco rating, etc.)

\n\n\n=\n)

......)

FIG. 18.)

The separation of projective geometry played an important role in the

development of geometry itself.)

2. Affine geometry. As another example of an independent geometry

we can take affine geometry. Here one studies the properties of figures

that are not changed by arbitrary transformations in which the Cartesian
coordinatesof the original (x, y, z) and the new (x', y', z') position of

each point are connected by linear equation\n:)

x' = a1x + b1y + C1z + d1,

y' = a2x + b 2y + C 2Z + d2 ,

z' =
aax + baY + CaZ + d a)

(where it is assumed that the determinant)

a 1 b1 C1
a2 b 2 C2

aa b a C a)

is different from zero).)))
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It turns out that every affine transformation reduces to a motion,
possiblya reflection, in a plane and then to a contraction or extension
of spacein three mutually perpendicular directions.

Quite a number of properties of figures are preserved under each of

these transformations. Straight lines remain straight lines (in fact all

\"projective\" properties are preserved);moreover, parallel lines remain

parallel; the ratio of volumes is preserved, also the ratio of areas of
figures that lie in parallel planes or in one and the same plane, the ratio
of lengths of segments that lie on one straight line or on parallel lines,
etc. Many well-known theorems belong essentially to affine geometry.

Examples are the statements that the medians of a triangle are concurrent,
that the diagonals of a parallelogram bisecteach other, that the midpoints

of parallel chords of an ellipse lie on a straight line, etc.

The whole theory of curves(and surfaces) of the second order is closely
connected with affine geometry. The very division of these curves into

ellipses, parabolas, hyperbolas is, in fact, based on affine properties of
the figures:Underaffine transformations an ellipse is transformed precisely
into an ellipse and never into a parabola or a hyperbola; similarly a

parabola can be transformed into any other parabola, but not into an

ellipse, etc.

The importance of the separation and detailed investigation of general
affine properties of figures is emphasized by the fact that incomparably
more complicated transformations turn out to be essentially linear, i.e.,
affine in the infinitely small, and the application of the methods of the

differential calculus is linked exactly with the consideration of infinitely

small regions of space.)

3. Klein's Erlanger Programm. In 1872 Klein, in a lecture at the

University of Erlangen which is now known as the \"Erlanger Programm,\"
in summing up the results of the developmentsof projective, affine, and

other \"geometries\" gave a clear formulation of the general principle of
their formation: We can consider an arbitrary group of single-valued
transformations of spaceand investigate the properties of figures that are

preserved under the transformations of this group.
*

From this point of view the properties of space are stratified, as it

were, with respect to their depth and stability. The ordinary Euclidean)

* The word \"group\" is used here nol merely in the sense of a colleclion. When we

speak of a group of transformations (see Chapter XX) we have in mind a sel of trans-

fonnations which musl conlain the identity transfonnation (leaving all points in place),
which contains together with every nonidenlical transfonnation the one inverse to it

(restoring all points to their previous place),and which contains together with any
two transfonnalions of the set also the transfonnation that is equivalent to Ihe two
carried out in succession.)))
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geometry was created by disregarding all properties of real bodiesother
than the geometrical; here, in the special branches of geometry, we

perform yet another abstraction within geometry, by disregarding all

geometrical properties except the ones that interest us in the given branch

of geometry.
In accordance with this principle of Klein, we can construct many

geometries. For example, we can consider the transformations that

preserve the angle between arbitrary lines (conformal transformations of

space), and when studying properties of figures preserved under such
transformations we talk of the corresponding conformal geometry. We

can consider transformations of not necessarilythe whole space. Thus,

by considering the points and chords of a circleunder all its transforma-

tions into itself that carry chords into chords and by singling out the

properties that are preserved under such transformations, we obtain a

geometry which as we have shown in \n and 5 coincides with Lobacevskil

geometry.)

4. Abstract spaces. The further development of the theories thus

separated, even from the theoretical point of view (to say nothing of
their factual content), did not stop at what we have said here.

If we are interested, for example, only in affine properties of figures
we can, by abstracting from all other properties, imagine a space and

geometrical figures in it that have only properties of interest to us and,
as it were, no other properties at all. In this \"space,\"figures do not have

any properties except affine ones. It is natural to try and give also an
axiomatic account of the geometry of such an abstract space, i.e., to

assume that we are dealing with some abstract objects: \"points,\" \"straight

lines,\" and \"planes\" whose properties are expressedin certain axioms

(there are, of course, fewer of these properties than in the case of Euclidean

geometry) so that consequences derived from these axioms correspond
to affine properties of figures of the ordinary space.

This can indeed be done; and such a collection of abstract \"points,\"

\"straight lines\" and \"planes\" with the system of their properties is called

an affine space.

In exactly the same way we can imagine an abstract system of objects
having only that range of properties that correspond to projective proper-
ties of figures of Euclidean space. (This time the differenceof the axiom

system from the axioms of ordinary geometry turns out to be even more
substantial. ))

S. Abstract topological space. When we go deeperinto the nature of

geometric forms, we may note that in quite a number of problemswe)))
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are concerned with properties, even deeper than projective ones, which

are so firmly connected with the given figure that they are preserved under

arbitrary distortions, provided only that these distortions do not cause
the figure to break up or parts of it to become \"pasted together.\" To
make the notion of such a continuous distortion more precise than the
intuitive description does, we refer to the definition of a continuous func-

tion known to us from analysis and say that we are dealing with an

arbitrary transformation of all the points of the figure into a new position
under which the Cartesian coordinates of the points in the new position
are expressed as continuous functions of the old coordinates, while the

old coordinates in turn can be expressedas continuous functions of the
new ones.

Properties of figures that are preserved under arbitrary transformations

of this kind are calledtopological and the science which investigates them
is topology (see Chapter XVIII).

Topologicalproperties connected with figures are in the simplest cases

distinguished by their exceptionally intuitive character. For example, it

is almost obvious that

every line in a plane that

can be obtained by a

continuous deformation
of the circumference of a
circle divides the plane
into two parts, the in-
terior and exterior, no

matter how much the
contour winds; therefore

the property of a circumference of dividing the plane is topological. Also
it is visibly obvious, no doubt, that the torus surface (figure 19) cannot
possiblybe turned into a sphere by a continuous transformation, so that

the property of an arbitrary surface of admitting a continuous transfor-
mation into, say, a torus surface is a topological property that distin-

guishes it from many other surfaces.
Arguments in connection with continuity are of an intuitive character

and often clarify the essence of the matter so well that it is very tempting
to try to turn them into rigorous proofs and, even more, to extend such
methods to other, incomparably more complicated problems.

For example, take the argument that establishes the truth of the fun-
damental theorem of algebra to the effect that every equation)

FIG. 19.)

zn + a1z
n - 1 + a 2z n

-,2 + ... + an_1z + an = 0

has at least one real or complex root.)

(7))))
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Let z be a point of one complex plane and W = j(z) the corresponding
point of another complex plane w, where j(z) denotes the left-hand side

of (7). For very large absolute values of z, the functionj(z) differs relatively

little from zn; but the function zn is very simple. In particular, it is easy
to verify that if z by a continuous motion describesin the complex plane
a circumference with center at the origin, then the point WI

= zn goes
precisely n times around a similar circumference of radius I z In in the

w-plane.* So the point w = j(z) describes n loops forming some contour
r comparativelynear to the line described by the point WI

= zn (figure 20).)

/z/)

z)

w)

FIG. 20.)

Now when the circumference described by z is continuously contracted
to one point, then the n times looped-contour r describedby w = j(z)
is continuously deformed and also contracts to a point. But it is rather

obvious that it cannot contract to a point without passing through the

origin 0 which this contour surrounds initially. Hence it goes through 0

at least once, and for such a z we have w = j(z) = O. This z is, then,

a root of the equation (7). Strictly speaking it is also clear that in a certain

sense there must be exactly n roots, since each of the n loops of the
contour r on contraction passes through O.

Our argument requires, of course,a rigorous establishment of just
those topological properties of the contour and its deformations that we

have used here.)

* For if z = p(cos</>+ i sin </\302\273then [see Chapter IV, \n3J we know that

z. = p.(cos</>n + i sin </>n);

therefore, when the argument </> of z changes from 0 to 21T, then the argument of z.
changes from 0 10 21Tn, i.e., the radius vector leading to z. makes n complete revolutions
under this molion.)))
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We could give many examples of the use of topological properties in

various branches of mathematicsoften very far removed from geometry.
With the study of topological properties before us, we can again

imagine an abstract set of objectshaving only properties of this kind

(see \n7, Chapter XX). Such a set is called an abstract topological space.
This point of view is already incomparably wider than the study of

topological properties of geometric figures only. Topological spaces can
be extremely varied; for example, all the points of a torus surface with

their specific properties of adjacency to one another form one topological
space,all the points of the plane another, the whole Euclidean space a

third; all the points of the various many-sheeted Riemann surfaces of
which we have talked in Chapter IX, \n5, in connection with the theory
of functions of a complexvariable, form other distinct topological spaces.
But it is most remarkable that often the concept of neighborhood and
adjacencycan clearly be established between objects that do not fall at
all under our notion of geometric points. For example, for all possible
positions of a hinged mechanism we can clearly indicate what a \"neigh-

boring\" position means, or that one position is \"adjacent\" to an infinite

range of others among which there are positions arbitrarily near to the
given one.

We see that the concept of a topological spaceis extremely general.

We shall return to this point in \n8.

The object of this section was not only to give the reader an idea of
the various geometries, but also to show that certain concrete problems
lead to the isolation and investigation of separate groups of geometric
properties;that these investigations entail the creation of the idea of

abstract geometric objects having only these properties, i.e., that the

isolation of these properties in their pure form leads us to the idea of
the corresponding abstract space.

Other deveiopments, leading to the construction of a different kind of

abstract spaces, will be discussed in the following section.)

\n7. Many-Dimensional Spaces

1. The geometry of n-dimensional space. An important step in the

development of new geometric ideas was the creation of the geometry
of many-dimensionalspacesto which we have already referred in the

prec\nding chapter. One of the moving forces was the tendency to use
geometricarguments for the solution of problems in algebra and analysis.
The geometric approach to the solution of analytical problems is based
on the method of coordinates. Let us give a simpleexample.

We want to know how many integral solutions the inequality x 2
+ y2 < N)))
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has. By regarding x and y as Cartesian coordinates in a plane, we see that

the problem reduces to the following: How many points with integer coor-
dinates are contained in a circle of
radius V N. The points with in-

teger coordinates are the vertices

of squares with sides of unit length

covering the plane (figure 21). The
number of such points inside the
circle is approximately equal to

the number of squares lying in the

circle, i.e., to the area of a circle
of radius vN. Thus, the number
of solutions of the inequality we

are interested in is approximately

equal to 'TTN. Furthermore, it is

not difficult to prove that the
relative error occurring here tends

to zero for N -+ 00. A more FIG. 21.

accurate study of this error is a
very difficult problem in the theory of numbers and has becomethe

object of deep investigations in comparatively recent years.
In our exampleit was sufficient to translate the problem into geometric

language in order to obtain at once a result which is by no means obvious
from the point of view of \"pure algebra.\" The corresponding problem
for an inequality with three unknowns can be solved in exactly the same

way. However, when there are more than three unknowns, this method

is not applicable becauseour space is three-dimensional, i.e., the position
of a point in it is determined by a triple of coordinates. To preserve the

convenient geometrical analogy in similar cases we introduce the idea

of an abstract \"n-dimensional space\" whose points are determined by n

coordinates Xl , X 2 ,
...

, Xn . The fundamental concepts of geometry are
then generalized in such a way that the geometric arguments turn out

to be applicable to the solution of problemswith n variables; this makes
it much easier to obtain results. The possibilityof such a generalization

is based on the uniformity of the algebraic laws thanks to which many

problems can be solved simultaneously for an arbitrary number of
variables. This enables us to apply geometric arguments that are valid

for three dimensions to an arbitrary number of dimensions.)

I

- -
./ ......

/
'IN \"

I t\\

/

\\

\"'- /)

2. Coordinates in n-dimensional geometry. Rudiments of the con-
cepts of a four-dimensional space can already be found in Lagrange

who, in his papers on mechanics, formally regarded the time as a \"fourth)))
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coordinate\" beside the three spatial coordinates. But the first systematic

account of the elements of many-dimensional geometry was given in 1844

by the German mathematician Grassmann and independently by the

Englishman Cayley. They proceeded by way of a formal analogy with

the ordinary analytical geometry. A general outline of this analogy in

an up-to-date exposition is as follows.

A point in an n-dimensional space is determined by n coordinates

Xl , X2 ,
...

, Xn' A figure in n-

dimensional space is a geometric
locus or set of points satisfying

certain conditions. For example,
an n-dimensional \"cube\" is de-

fined as the geometric locus of
points whosecoordinatesare sub-
ject to the inequalities a \n Xi \n b

(i = 1,2, ... , n).The analogy with

the ordinary cube is here com-
pletely evident: When n = 3, i.e.,
when the space is three-dimension-

al, our inequalities in fact define

the cube whoseedgesare parallel

to the coordinate axes and of
length b - a (figure 22 illustrates)

X
3)

X2)

o)

x,)

FIG. 22.)

the case a = 0, b = I).
The distance between two points can be defined as the square root of

the sum of the squares of the differences of the coordinates)

d =
V(x\n

-
X;)2 + (x\n

-
X;)2 + ... + (x\n

_
<)2.)

This is a direct generalization of the well-known formulas for the distance
in a plane or in three-dimensional space, i.e., for n = 2 or 3.

It is now possible to define equality of figures in n-dimensional space.

Two figures are regarded as equal if a correspondence can be established
between their points under which the distance betweenpairsofcorrespond-
ing points are equal. A transformation preservingdistancescan be called

a generalized motion. * Then we can say by analogy with the usual
Euclidean geometry that the objects of study in n-dimensional geometry

are the properties of figures that are preserved under generalized motions.)

* The generalization consists not only in the transilion to n variables but also in

the fact that a reflection in a plane is incorporated among motions, because it also
does not alter distances between points.

.)))
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This definition of the content of n-dimensional geometry was set up in

the 1870's and provided a precise foundation for its development. Since
then n-dimensional geometry has been the object of numerous investiga-

tions in all directions similar to those of Euclidean geometry (elementary

geometry, general theory of curves,etc.).
The concept of distance between points also enablesus to transfer to

n-dimensional space other conceptsof geometry such as segment, sphere,
length, angle, volume, etc. For example, an n-dimensional sphere is

defined as the set of points whosedistance from a given point is not more
than a given R. Therefore a sphere is given analytically by an inequality)

(Xl
- a l)2 + ... + (xn

- a n )2 \n R2,)

where aI'
... , an are the coordinates of its center. The surface of the

sphere is given by the equation)

(Xl - al)2 + ... + (Xn
- a n )2

= R2.

The segment AB can be defined as the set of points X such that the

sum of the distances from X to A and B is equal to the distance from

A to B. (The length of a segment is the distance betweenits end points.))

3. Hyperplanes. Let us dwell in some detail on planes of various
dimensions.

In three-dimensional space there are the one-dimensional \"planes\"

(namely, the straight lines), and the ordinary (two-dimensional) planes.
In n-dimensional space for n > 3 we also have to take many-dimensional

planes into account, of dimensions 3 to n - l.
In three-dimensional space a plane is, of course,given by one linear

equation, and a straight line by two such equations.
By a direct generalization we come to the following definition; A

k-dimensional plane (usually called a hyperplane) in an n-dimensional
space is the geometric locus of points whose coordinates satisfy a system

of n - k linear equations)

all Xl + a l2 X 2 + ... + a ln X n + bl = 0,
a21 Xl + a 22 X 2 + ... + a 2n X n + b2

=
0,) (8))

an-k.l Xl + an -k.2 X2 +
... + an-k.n X n + b n = 0,)

provided the equationsare compatible and independent (i.e., none of them

is a consequence of the others). Each of these equations representsan

(n
- I)-dimensional hyperplaneand together they determine the common)))
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points of n - k such hyperplanes. The fact that the equations (8) are
compatible means that there are some points that satisfy them, i.e., that
the n - k given (n - I )-dimensional hyperplanes intersect. The fact that

none of the equations is a consequenceof the others means that none
of them can be omitted. Otherwise the system would reduce to a smaller
number of equations and would define a hyperplane of a larger number

of dimensions. Thus, to speak geometrically,a k-dimensionalhyperplane

is determined as the intersection ofn - k (n
- I)-dimensional hyperplanes

represented by independent equations. In particular, when k = I, we
have n - I equations which determine a \"one-dimensional hyperplane,\"
i.e., a straight line. Thus, this definition of a k-dimensional hyperplane

is a natural formal generalization of well-known results of analytical

geometry. The advantage of this generalization becomes apparent in the
fact that conclusions concerning systems of linear equations receive a

geometric interpretation which makes them more lucid. This geometric.
approach to problemsof linear algebra was also discussed in Chapter XVI.

An important property of a k-dimensional hyperplane is the fact that
it can be regarded as a k-dimensional space.For example, a three-

dimensional hyperplane is itself an ordinary three-dimensional space.
This enables us to transfer to a space of higher dimension many con-

clusions obtained for spacesof lower dimension, by means of the usual

argument from n to n + I.

If the equations (8) are compatible and independent, then it is proved
in algebra that we can choose k of the n variables Xi at will and then the

remaining n - k variables can be expressed in terms of them. * For
example:)

Xk+1
= Cll Xl + C l2 X2 +

... + ClkXk + d l ,

Xk+2
= C2l Xl + C22 X 2 +

... + C2 k Xk + d2 ,)

X n = Cn -k.l Xl + Cn -k.2 X2 + ... + Cn-k.kXk + d k .)

Here arbitrary values can be given to Xl' X2 , ... , X k , and the remaining
Xi are determined by them. This means that the position of a point in

a k-dimensional hyperplane is determined by k coordinates that can
assume arbitrary values. It is in this sense that the hyperplane has k
dimensions.)

* These k variables cannot, in general, be chosen arbitrarily from the Xi' For example,

in the system Xl + x. + X3 = 0, Xl -
X.

- X3 = 0 the value of Xl is uniquely deter-

mined: Xl = 0, and obviously neither x. nor X3 can be expressed in terms of it All

that is stated, however, is that the necessary k of the Xi can always be found.)))
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From the definition of the hyperplanes of various dimensions,we can
derive in a purely algebraic way the following fundamental theorems.

I. One and only one k-dimensional hyperplane passes through k + I

points that do not lie in a (k
- I)-dimensionalhyperplane.

The complete analogy with known facts of elementary geometry is

obvious here. The proof of this theorem is based on the theory of systems
of linear equations and is somewhat complicated, so that we shall not

write it out.)

2. If an I-dimensional and a k-dimensional hyperplane in an n-
dimensional space have at least one point in common and I + k \n n,

then they intersect in a hyperplane of dimension not less than I + k - n.
Henceit follows as a special case that two two-dimensional planes in a

three-dimensional space, if they do not coincide and are not parallel,
intersect on a straight line (n = 3, I = 2,1+ k - n = 1). But in a four-

dimensional space two two-dimensional planes may well have a single
point in common. For example, the planes given by the system of equa-
tions:)

Xl
= 0

1
,

X2
= 0)

Xs
= 0

1
,

Xt = 0)

obviously intersect only in the point with the coordinates Xl
= 0, X 2

= 0,

Xs = 0, Xt
= O.

The proof of the theorem is extremely simple: An I-dimensional hyper-
plane is given by n - I equations, a k-dimensional one by n - k; the
coordinatesof the points of intersection must satisfy simultaneously all
these (n

- I) + (n
- k) = n - (I + k -

n) equations. If none of the

equations is a consequenceof the others, then by the very definition of

a hyperplane we have as intersection an (I + k -
n)-dimensional hyper-

plane; otherwise we have a hyperplane with a larger number of dimensions.
To these two theorems we can add another two.

3. In each k-dimensional hyperplane there are at least k + I points
that do not lie in a hyperplane of smaller dimension. In an n-dimensional

space there are at least n + I points that do not lie in any hyperplane.

4. If a straight line has two points in common with a hyperplane (of
an arbitrary number of dimensions), then it lies entirely in that hyperplane.
Generally, if an I-dimensional hyperplane has I + 1 points in common

with a k-dimensional hyperplane that do not lie in an (I -
I)-dimensional

hyperplane, then it lies entirely in this k-dimensional hyperplane.
Note that n-dimensional geometry can be built up starting from axioms

that generalize the axioms listed in \n5. In this approach the four theorems)))
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mentioned here assume the role of axioms of incidence. This shows, by

the way, that the concept of axiom is relative: One and the same statement

can emerge as a theorem in one buildup of a theory, and as an axiom

in another.)

4. Various examples of an n-dimensional space. We have now ob-
tained a general idea of the mathematical concept of a many-dimensional

space. In order to clarify the actual physical meaning of this concept,
let us turn again to the problem of graphical illustration. Suppose, for

example, we wish to illustrate the dependence of the pressure of a gas
on its volume. We take coordinate axes in a plane and plot on one axis
the volume v, on the other the pressurep. The dependence of the pressure
on the volume under the given conditions is then illustrated by a certain

curve (by the well-known Boyle-Mariottelaw this would be a hyperbola
for an ideal gas with a fixed temperature). But when we have a more

complicated physical system, whose state is given not by two data (like
volume and pressure in the case of the gas) but by say five, then the

graphical illustration of its behavior leads to the notion of a five-dimen-

sional space.

Suppose, for example, that we are concerned with an alloy of three
metals or a mixture of three gases.The state of the mixture is determined
by four data: the temperature T, the pressure p, and the percentage

contents C1 , C2 of two gases (the percentage content of the third gas is

then determined by the fact that the sum total of the percentage contents

is 100% so that C3
= 100 - C 1

- C2)' The state of such a mixture is,
therefore, determined by four data. A graphical illustration of it either

requires a combination of several diagrams, or else we have to represent
the state in the form of a point of a four-dimensional space with four

coordinates T,p, C1 'C 2 . Such a representation is, in fact, used in chemistry;
the application of the methods of many-dimensional geometry to chemistry
was developed by the American scientist Gibbs and the school of Soviet

physicochemists of Academician Kurnakov. Here the introduction of a

many-dimensional space is dictated by the endeavor to preserve the useful

geometrical analogies and arguments arising from the simple device of

graphical illustration.

Let us give an example from the realm of geometry. A sphere is given

by four data: the three coordinatesof its center and its radius. * The
specialgeometry of spheres which was built up about a century ago by

several mathematicians can, therefore, be regardedas a four-dimensional

geometry.)

* Translator's note: Therefore a sphere can be represented as a point in four-

dimensional space.)))
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From all we have said the real basis for the introduction of the concept
of a many-dimensional space will be clear. If some figure or the state

of some system, etc., is given by n data, then this figure, this state, etc.,
can be conceived as a point of some n-dimensionalspace.The advantage

of this representation is approximately the same as that of ordinary

graphs: It consists in the possibility of applying well-known geometric
analogies and methods to the study of the phenomena in question.

There is, therefore, no mysticism in the mathematical concept of a
many-dimensional space. It is not more than a certain abstract concept
developed by the mathematicians for the purpose of describingin geomet-

ric language those things that do not admit a simplegeometric illustration

in the usual sense. This abstract concept has an entirely real basis, it

reflects actuality and was created by the demands of science, not by idle

play of the imagination. It reflects the fact that there exist such things

as a sphere or a mixture of three gases that are characterized by several

data so that the collection of all these things is many-dimensional. The
number of variables in a given case is just the number of these data;
just as a point moving in space changes its three coordinates, so a sphere
moving, expanding, and contracting changes its four \"coordinates,\" i.e.,
the four quantities that determine it.

In the subsequent sections, we shall dwell upon many-dimensional
geometry. It is important here to understand that this is a method of
mathematical description of real things and phenomena. The idea that

there exists some sort of four-dimensionalspacein which our real space
is embedded, an idea that has been used by certain litterateurs and spir-
itualists, has no relation to the mathematical conceptof a four-dimensional

space. If one can speak hereof a relationship to science at all, it is perhaps

possible only in the sense of an imaginative distortion of scientific

concepts.)

5. Polyhedra in n-dimensional space. As we have already said, the

geometry of a many-dimensional space was built up at first by way of

a formal generalizationof the usual analytic geometry to an arbitrary

number of variables. However, such an approach to the matter could not

satisfy the mathematicians completely.As a matter of fact, the purpose
was not so much a generalization of the geometric concepts as of the

geometric method of investigation itself. It was, therefore, important to

give a purely geometric exposition of n-dimensional geometry, inde-
pendently of the analytical apparatus. This was first done by the Swiss
mathematician Schlaefli in 1852, one of whose articles deals with the

problem of regular polyhedra of a many-dimensional space. True,

Schlaefli's article was not appreciated by his contemporaries, because to)))
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understand it one has to rise, to a certain extent, to an abstract view

of geometry. Onlysubsequentdevelopments of mathematics have brought
complete clarity into this problem, by an exhaustive elucidation of the

mutual relationship of the analytic and geometric approach.Sincewe

cannot go deeper into this problem, we confine ourselves to examples of
a geometric exposition of n-dimensional geometry.

Let us consider the geometric definition of an n-dimensional cube.
When we move a segment in a plane perpendicular to itself by a distance

equal to its length, we sweep out a square, i.e., a two-dimensional cube

(figure 23a). Similarly, when we move a square in the direction perpen-)

(a)) (b))

FIG. 23.)

(c))

dicular to its plane by a distance equal to its side, we sweepout a three-

dimensional cube (figure 23b). In order to obtain a four-dimensional cube,
we use the same construction: We take a three-dimensionalhyperplane

in a four-dimensional space and in it a three-dimensional cube and we
move it in the direction perpendicular to this three-dimensional hyperplane

by a distance equal to its edge(by definition a straight line is perpendicular
to a k-dimensionalhyperplane if it is perpendicular to every straight line

lying in that hyperplane). This construction is symbolically represented in

figure 23c. Two three-dimensional cubes Q and Q' are drawn here,

namely the given cube in its initial and its final position. The lines joining
the vertices of thesecubesillustrate the segments traced out by the vertices

in the movement of the cube. We see that a four-dimensionalcube has

16 vertices in all: 8 for the cube Q and 8 for Q/. Further, it has 32 edges:
12 edges of the moving three-dimensional cube in its initial position Q,)))
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12 edges in the final position Q', and 8 \"latt\nral\" edges. It has 8 three-
dimensional faces which are themselves cubes. In the motion of the

three-dimensional cube each of its faces sweeps out a three-dimensional
cubeso that we obtain 6 cubes as the lateral faces of the four-dimensional

cube, and in addition there are two faces: \"front\" and \"back\" or the
initial and final position of the moving cube. Finally, a four-dimensional

cube also has two-dimensionalsquare faces, 24 in number: 6 each in the

cubes Q and Q', and another 12squaresthat are swept out by the edges
of Q in its motion.

So a four-dimensional cube has 8 three-dimensional faces, 24 two-
dimensional faces, 32 one-dimensional faces (edges), and finally 16

:vertices; every face is a \"cube\" of the appropriate number of dimensions:
a three-dimensional cube, a square, a segment, and a vertex (which we

can regard as a zero-dimensional cube).

Similarly, by shifting a four-dimensionalcube \"into the fifth dimension\"

we obtain a five-dimensionalcube and so, by repeating the construction,
we can build up a cube of an arbitrary number of dimensions. All the
faces of an n-dimensional cube are themselves cubes of\"a smaller number

of dimensions: (n -
I)-dimensional, (n

- 2)-dimensional, etc., finally

one-dimensional, i.e., edges. For the inquisitive reader it is not a difficult

task to find out how many faces of each number of dimensions an n-
dimensional cube has.It is easy to see that the number of (n

- I)-dimen-
sional faces is 2n and that there are 2n vertices. But how many edges are
there, for example?

Let us look at another polyhedron in an n-dimensional space. In the

plane the simplest polygon is a triangle; it has the least possible number

of vertices. In order to obtain a polyhedron with the least number of
vertices it is sufficient to take a point not in the plane of a triangle and
join it by segments to each point of the triangle. The segments so obtained
fill a three-sided pyramid, i.e., a tetrahedron (figure 24). In order to obtain)

FIG. 24.)

o)))
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the simplest polyhedron in a four-dimensional space we argue as follows.

We take an arbitrary three-dimensional hyperplane and in it a certain
tetrahedron T. Next we take a point not in the given three-dimensional

hyperplane and join it by segments to all the points of the tetrahedron T.
On the right of figure 24 we have illustrated this constructionsymbolically.

Each of the segments joining the point 0 to a point of the tetrahedron T
has no other points in common with the tetrahedron, because otherwise

it would lie entirely in the three-dimensional space containing T. All these

segments, as it were, \"go into the fourth dimension.\" They form the

simplest four-dimensional polyhedron, the so-called four-dimensional
simplex.Its three-dimensional faces are tetrahedra: one at the base and
4 lateral faces resting on the two-dimensional facesof the basis; altogether

5 faces. Its two-dimensional faces are triangles; there are 10 of them:
4 in the basis and 6 lateral. Finally, it has 10 edges and 5 vertices.

By repeating the same construction for an arbitrary number n of

dimensions we obtain the simplest n-dimensional polyhedron, the so-

called n-dimensional simplex. As is clear from the construction, it has
n + I vertices. One can see that all its faces are also simplexesof a
smaller number of dimensions: (n -

I)-dimensional, (n
- 2)-dimensional,

etc.*

It is also easy to generalize the concepts of a prism and a pyramid.
If we give a parallel shift to a

plane polygon into the third

dimension, then it sweeps out

a prism. Similarly, by shifting a

three-dimensional polyhedron
into the fourth dimension, we

obtain a four-dimensional
prism (illustrated symbolically

in figure 25). A four-dimen-

sional cube is, of course, a
specialcaseof a prism.

FIG. 25. A pyramid is constructed as
follows. We take a polygon Q

and a point 0 not in the plane of the polygon. Each point of Q is joined)

*
Any m vertices of a simplex determine the (m - I )-dimensional simplex \"spanned\"

by them: an (m - I )-dimensional face of the given n-dimensional simplex. The number
of (m -

I)-dimensional faces of an n-dimensional simplex is therefore equal to the

number of combinations of m of its vertices from n + I, i.e.,)

Cn +1 =
m)

(n + I)!
m! (n

- m + I)!)))



by a segment to 0 and these segments fill a pyramid with the base Q
(figure 26). Similarly, if a three-
dimensional polyhedron Q is

given in a four-dimensional
space and a point 0 not in the

same three-dimensional plane,
then the segments joining the

points of Q to 0 form a four-
dimensional pyramid with the

base Q. A four-dimensional

simplex is nothing but a pyra-
mid with a tetrahedron as base.

In exactly the same way, by

starting from an (n
- I)-di-

mensional polyhedron Q, we

can define an n-dimensional prism and an n-dimensional pyramid.

Generally, an n-dimensional polyhedron is a part of an n-dimensional

space bounded by a finite number of portions of (n -
I)-dimensional

hyperplanes; a k-dimensional polyhedron is a part of a k-dimensional
hyperplane bounded by a finite number of portions of(k -

I)-dimensional

hyperplanes. The faces of a polyhedron are themselves polyhedra of a

smaller number of dimensions.
The theory of n-dimensional polyhedra is a generalizationof the theory

of ordinary three-dimensional polyhedra and is full of concrete results.

In a number of cases theorems on three-dimensional polyhedra generalize

to an arbitrary number of dimensions without special difficulties, but

there are also problemswhose solution for n-dimensional polyhedra runs
into enormous difficulties. We might mention here the deep investigations

of G. F. Voronol (1868-1908)which arose, by the way, in connection

with problems of the theory of numbers; they were continued by Soviet

geometers. One of the problems, the so-called \"Voronol problem,\" is
still not completely solved. *

As an example for the essentialdifference that can hold between spaces
of different dimensions, we can take the regular polyhedra. In the plane

a regular polyhedron can have an arbitrary number of sides. In other
words,there are infinitely many distinct forms of regular \"two-dimensional)
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FIG. 26.)

* It concerns the search for those convex polyhedra by which the space can be filIed

by joining them one to another paralIel and along whole faces. In the case of three-

dimensional space this problem was raised and solved by Fedorov in connection with

the needs of crystalIography; Voronoi and his successors made some progress with

the same problem for the n-dimensional space, but the final solution is known only

for the spaces,. of two, three, and four dimensions.)))
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polyhedra.\"There are altogether five forms of three-dimensionalregular

polyhedra: the tetrahedron, the cube, the octahedron, the dodecahedron,

and the icosahedron. In four-dimensional
space there are six forms of regular poly-
hedra, but in any space of a larger number

of dimensions there are only three. They

are: (I) the analogue to the tetrahedron,
the regular n-dimensional simplex, i.e., the

simplex whoseedgesare all equal; (2) the

n-dimensional cube; (3) the analogue to

the octahedron which is constructed as

follows: The centers of the faces of the

FIG. 27. cube become the vertices of this poly-
hedron so that it is spanned by them, as

it were. In the case of a three-dimensional space this construction is
carried out in figure 27. So we see that as far as regular polyhedra are
concerned,spaces of two, three and four dimensions occupy a special
position.)

6. Calculation of volumes. Now let us discuss the problem of the

volume of a body in n-dimensional space. The volume of an n-dimensional
body is defined similarly to the way it is done in ordinary geometry.

Volume is a numerical characteristic attached to a figure, and of the
volume it is postulated that equal bodies have equal volumes, i.e., that

the volume does not change when the figure moves as a rigid body, and

that in case one body is composedof two others, its volume is equal
to the sum of their volumes. As unit of volume one takes the cube with

edges of unit length. It is then shown that the volume of a cube with

edge a is an. This is done exactly as in the plane and in three-dimensional

space, by filling up the cube with layers of cubes (figures 28). Since the

cubes are packed in n directions, this gives us an.
In order to define the volume of an arbitrary n-dimensional body, we)

FIG. 28.) FIG. 29.)))
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replace it by an approximate body composed of very many n-dimensional

cubes similarly to the way in which in figure 29 a plane figure is replaced

by a figure of squares. The volume of the body is defined as the limit

of such step-shaped bodies when the cubes that make it up decrease in

size ad infinitum.

The k-dimensional volume of a k-dimensional figure lying in some

k-dimensional hyperplane is defined in exactly the same way. From the
definition of the volume it is easy to deduce an important property of it:
Under a similarity magnification of a body, i.e., when all its linear dimen-
sions are increased,\\ fold, the k-dimensional volume is increased ,\\k fold.

If a body is divided into parallel layers, then its volume is the sum of

the volumes of these layers)

V= LV;.)

The volume of each layer can be represented approximately as the

product of its height LJh; with the (n - I)-dimensional volume (\"area\

of the corresponding sectionS; . As a result, the total volume of the body

is represented approximately by the sum)

V::::; L S; LJh; .)

Passing to the limit for all LJh;
-.. 0 we obtain a representation of the

volume in the form of an integral)

H

V =
f S(h)dh,

o)
(9))

where H is the length of the body in the direction perpendicular to the

section.

All this is completely analogous to the calculation of volumes in three-

dimensional space. For example, for a prism all the sections are equal
and, therefore, their \"area\" does not depend on h. Hence for the prism

V = SH; i.e., the volume of a prism is equal to the product of the \"area\"
of the baseand the height. Let us determine the volume of an n-dimensional

pyramid. Suppose that a pyramid is given with height H and area of the

base S. We cut it by a plane parallel to the base at a distance h from the
vertex. Then a pyramid of height h is cut off. We denote the area of its

base by s(h). This smaller pyramid is, obviously, similar to the original
one:All its dimensions are smaller in the ratio of h to H, i.e., they are

multiplied by h/H. Therefore the (n
- I)-dimensional volume (i.e., the

\"area\") of its base is)

(

h

)

n-l
s(h) =

H s,)))
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because when the linear dimensions of an (n -
I)-dimensional figure are

changed by a factor A, then the volume is multiplied by An-I.

By formula (9) the volume of the whole pyramid is equal to)

hence)

H
V =

f s(h) dh,
o)

f

H

(

h

)

n-I S
f

H S Hn I
V= S - dh=- hn-1dh=-'-=-SH;

o H Hn-l 0 Hn-l n n)

i.e., the volume of an n-dimensional pyramid is equal to l/nth of the

product of the \"area\" [(n -
I)-dimensional volume] of the base and the

height. For n equal to 2 or 3 we obtain as specialcasesthe well-known

results: The area (two-dimensional volume) of a triangle is equal to half
the product of the base and the height, and the volume of a three-dimen-

sional pyramid is one third of the product of the area of the base and

the height.
A sphere can be representedapproximately as composed of very

narrow pyramids with a common vertex at the center of the sphere.

The heights of these pyramids are equal to the radius R and the areas

of their bases Ui cover the whole surface S of the sphere approximately.

Since the volume of each pyramid is equal to l/n RUi, we obtain by

adding up these volumes that the volume of the sphere is)

1 1
V \n - R

\n Ui \n - RS.
n n)

In the limit this gives us the exact formula: V = l/n RS; i.e., the volume

of a sphere is equal to I/nth of the product of its radius and its surface.
For n equal to 2 or 3 this relation is widely known. *

We mention one important property of a spherewhich can be proved,

generally speaking, for an n-dimensional space in exactly the same way

as for a three-dimensional space: Among all bodies of a given volume

the sphere alone has the least surface area.)

7. \"Higher\" n-dimensional geometry. So far we have confined our-

selves to the elementary geometry of the n-dimensional space; but we
can also develop the \"higher\" geometry, for example the general theory)

* The calculation of the volume of a sphere can also be effected by applying
formula (9); a section of an n-dimensional sphere is an (n - I)-dimensional sphere,

and therefore the volume of an n-dimensional sphere can be calculaled by going from
n - 110 n.)))
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of curves and surfaces. In n-dimensional space surfaces may have various
numbers of dimensions: one-dimensional \"surfaces,\" i.e., curves, two-

dimensional surfaces, three-dimensional, ..., and finalIy (n
- I)-dimen-

sional surfaces.A curve can be defined as the geometriclocus of points

whose coordinates depend continuously on a variable or parameter t

Xl
.\n-

xl(t), X2
= x 2(t), ..., X n

= xit).

A curve is so to speak the trajectory of the motion of a point in n-dimen-

sional space with varying t. If our space serves as an ilIustration of the

state of some physical system such as we have discussedin subsection 4,

then a curve ilIustrates a continuous sequence of states or the course of
the change of state in dependence on the parameter t (for example the

time). This generalizesthe usual graphical ilIustration of the process of
change of state by means of curves.

With every point of a curve in n-dimensional space, we connect not

only a tangent (\"one-dimensional tangential plane\") but also tangent

hyperplanes of alI dimensions from 2 to n - l. The rate of rotation of
each of these hyperplanes with respect to the rate of increase of the arc

length of the curve gives the corresponding curvature. Thus, a curve has
n - 1 tangent hyperplanes, from the one-dimensionalto the (n

- I)-di-
mensional,and accordingly n - I curvatures. The differential geometry
in an n-dimensional space turns out to be far more complicated than in

three-dimensional space.
So far we have only talked of the n-dimensional geometry which is an

immediate generalization of the ordinary Euclidean geometry. But we

know already that, apart from Euclidean geometry, there exist also
LobacevskiI geometry, projective geometry and others. These geometries
are just as easily generalized to an arbitrary number of dimensions.)

\n8. Generalization of the Scope of Geometry

1. The space of colors. When we spoke in the preceding section of
the real meaning of n-dimensional space, we came up against the problem

of generalizing the scope of geometry, the problem of the general concept
of space in mathematics. But before giving the corresponding general
definition, let us consider a number of examples.

Experience shows, and this was already mentioned by M. V. Lomonosov,
that the normal human vision is three-colored, i.e., every chromatic

perception, of a color C, is a combination of three fundamental percep-
tions: red R, green G and blue B, with specific intensities. * When we)

* We are concerned here with the perception of color, not of light. Perception of
color is also an objective phenomenon-a reaction to light. One and the same per-)))
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denote these intensities in certain units by x, y, z, we can write down that

C = xR + yG + zB. Just as a point can be shifted in space up and

down, right and left, back and forth, so a perceptionofcolor,of a color C,
can be changedcontinuously in three directions by changing its constituent

parts red, green, and blue. By analogy we can say, therefore, that the

set of all possible colors is the \"three-dimensionalcolor space.\"The

intensities x, y, z play the role of coordinates of a point, of a color C.
(An important difference from the ordinary coordinates consists in the

fact that the intensities cannot be negative. When x = y = z = 0, we

obtain a perfectly black color corresponding to complete absence of

light. )
A continuous change of color can be representedas a line in the \"color

space\";the colors of the rainbow, for example, from such a line; a color
line is also formed by a number of perceptions produced on an object

of homogeneous coloration by a continuous change of the brightness of
illumination. In this case only the intensity of the perception changes,
its \"coloredness\" remains unchanged.

Further, when two colors are given, say red R and white W, then by

mixing them in varying proportions* we obtain a continuous sequence
ofcolorsfrom R to W which we can call the segment R W. The conception
that a rose color lies between red and white has a clear meaning.

In this way there arises the concept of the simplest geometric figures
and relations in the \"color space.\" A \"point\" is a color, the \"segment\"

AB is the set obtained by mixing the colors A and B; the statement
that \"the point D lies on the segment AB\" means that D is a mixture

of A and B. The mixture of three colors gives a pieceof a plane-a \"color
triangle.\" All this can also be described analytically by using the color
coordinates x, y, z, and the formulas giving color lines and planes are
entirely analogous to the formulas of ordinary analytic geometry.t

In the color space the relations of Euclidean geometry concerning the

disposition of points and segments are satisfied. The system of these

relations forms an affine geometry, and we can say that the set of all)

ception may be produced by different light waves. For example, a green color may be

obtained not only from spectrally pure green light, but also from a mixture of red and

blue. On the other hand, people suffering from \"color blindness\" (Daltonism) have

only two fundamental perceptions; cases of \"complete color blindness,\" when there
is only one fundamental perception of color, are extremely rare.

* Such a mixture can be obtained by mixing in varying proportions very fine colored

powders provided the illumination remains unchanged.
t For example, if the colors Co and C, are determined by the intensities, namely the

coordinates Xo, Yo , Zo and x\" y, , z\" then a color C between Co and C, has the

coordinates x = (1 -
t)xo + tx\" Y = (I -

t)yo + ty, , z = (I -
t)zo + tz\" where t

is the portion of C, and 1 - t the portion of Coin the mixture that makes up C.)))
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possible color perceptions realizes an affine geometry. (This is not quite
accurate, because,as we have already said, the color coordinates x, y, z

cannot be negative. Therefore the color spacecorresponds only to that

part of the space where in the given coordinate system all the coordinates
of points are positive or zero.)

Further, we have a natural idea of the degree of distinctness of colors.
For example,it is clear that pale pink is nearer to white than deep pink,

and crimson nearer to red than to blue, etc. Thus, we have a qualitative

concept of distance between colors as the degree of their distinctness.
This qualitative concept can be made into a quantitative measure. How-

ever, to define the distance betw een colors as in Euclid ean geometry by
the formula r = V(xo

- X 1)2

H

+ (Yo
-

Yl)2 +- (zo
-

Zl)2 turns out to be
unnatural. A distance so defined does not correspond to real perception;
with this definition it would happen in a number of cases that two colors

that differ from a given one in varying degree would have one and the

same distance from it. The definition of distance must reflect the real
relations between color perceptions.

Guided by this principle we introduce a peculiar measure of distance

in the space of colors.This is done as follows. When a color is altered

continuously, a human being does not perceive this change at once, but

only when it reaches a certain extent exceeding the so-called threshold of
distinction.In this connection it is assumed that all colors that are exactly
on the threshold of distinction from a given one are equidistant from it.
We are then led automatically to the idea that the distance between any
two colors must be measured by the smallest number of thresholds of

distinction that can be laid between them. The length of a color line is
measured by the number of such thresholds covering it. The distance

between two colors is defined as the length of the shortest line joining
them. This is similar to the fact that distances between two points in a

plane are measured by the length of the shortest line joining them.
Thus, measurement of length and distance in the color space proceeds

in very small, as it were infinitely small, steps.

As a result, a certain peculiar non-Euclidean geometry is defined in

the color space. This geometry has a perfectly real meaning: It describes
in geometrical language properties of the set of all possible colors, i.e.,

properties of the reaction of the eye to a light stimulus.

The concept of color spacearoseabout a century ago. Many physicists
have studied the geometry of this space; for example, we may mention
Helmholtz and Maxwell.These investigations continue; they have not

only theoretical but also practical value. They give an accurate mathe-

matical foundation for the solution of problems on the difference of

color signals, on dyes in the textile industry, and others.)))



2. Phase spaces in physics and chemistry. Now let us turn to another

example already mentioned in the preceding section.

Suppose that we study some physicochemical system such as a mixture

of gases, an alloy, etc. Suppose that the state of this system is .determined
by n values (as the state of a gaseousmixture is determined by pressure,
temperature, and the concentrations of its constituent components).
Then one says that the system has n degrees of freedom, meaning that

its state can be changed in n independent directions under a change of
each of the values that determine this state. These values that determine
the state of the system playas it were the role of its coordinates. Therefore

the set of all its .states can be regarded as an n-dimensional space, the

so-called phase space of the system.
Continuous changes of state, i.e., processesoccurring in the system,

are presented by lines in this space. Separate domains of states, distin-

guished by one feature or another, are domains of the phase space. The

states bordering two such domains form a surface in this space.
In physical chemistry it is particularly important to study the form

and the mutual contiguity of those domains of the phasespaceof a system

that correspond to qualitatively distinct

states. The surfaces dividing these

domains correspond to such qualitative
transitions as melting, evaporation,

precipitation of a sediment, etc. A state

of a system with two degrees of freedom
is illustrated by a point in a plane. As

an example we can take a homogeneous

substance whose state is determined by

T
the pressure p and temperature T; they

are the coordinate points describing the

state. Then the question reduces to
studying the lines of division between

domains correspondingto qualitatively distinct states. In the case of
water, for example, these domains are ice, liquid water, and steam

(figure 30). Their division lines correspond to melting (freezing), evapora-
tion (condensation), sublimation of ice (precipitation of ice crystals from

steam).

For an investigation of systems with many degrees of freedom, the

methods of many-dimensional geometry are required.
The concept of phase space applies not only to physicochemical but

also to mechanical systems,and generally it can be applied to any system

if its possible states form a certain continuous collection. In the kinetic

theory of gases one considers,for example, the phase spaces of systems)

154)

p)

water)
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FIG. 30.)

XVII. NON-EUCLIDEAN GEOMETRY)))



\n8. GENERALIZATION OF THE SCOPE OF GEOMETRY 155)

of material particles, the molecules of the gas. The state of motion of
one particle at each moment is determined by its position and velocity,
which gives altogether six values: three coordinates and three velocity

components (with respect to the three coordinate axes).The state of N

particles is given by 6N values and since there are very many molecules,

6N is an enormous number. This does not disturb the physicists in the

least, who speak of a 6N-dimensional phase space of a system of molecules.
A point in this space describes the state of the whole mass of molecules

with coordinates and velocities. A motion of a point describes a change
of state. This abstract presentation turns out to be very useful in many

deep theoretical developments. In a word, the concept of phase space
has a secure place in the arsenal of the exact natural sciences and is

applicable in diverse problems.)

3. The generalization of geometry. The examples we have given
enable us to reach a conclusion on how the scope of geometry is to be

generalized.

Suppose that we wish to study some continuous collection of objects,
events, or states of one kind or another, for example the set of all possible
colorsor of the states of a group of molecules.The relations holding

in such a collection may happen to be similar to the ordinary spatial
relations; for example \"distance\" between colors or the \"mutual position\"

of domains of a phase space. In that case, by abstracting from the
qualitative peculiarities of the objects in question and by taking into
account only the aforementioned relations between them, we can regard
the given collection as a space of its own kind. The \"points\" of this

\"space\" are the objects, events or states themselves. A \"figure\" in this

space is an arbitrary aggregate of its points, as for example the \"line\"

of rainbow colors or the \"domain\" of steam in the \"space\" of states of

water. The \"geometry\" of such a space is determined by those spacelike
relations that hold between the given objects, phenomenaor states.Thus,

the \"geometry\" of the color space is determined by the laws of color
mixing and the distances between colors.

The real significance of this point of view is that it makes it possible

to use the concepts and methodsof abstract geometry for the investigation
of diverse phenomena. The realm of applicability of geometricconcepts
and methods is extended immensely in this way. As a result of the general-
ization of the concept of space the term \"space\" assumes two meanings
in science: On the one hand it is the ordinary real space (the universal

form of existence of matter), on the other hand it is the \"abstract space,\"
a collection of homogeneous objects (events, states, etc.) in which spacelike

relationships hold.)))
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It is worth noting that the ordinary space as we visualize it in a some-
what simplified manner can also be regarded as a collectionof homoge-

neous states. Namely, as the collection of all possible positions of an

infinitely small body, a \"material point.\" This remark does not pretend

to give a definition of space but aims at making the connection between

the two concepts of space clearer. The concept of an abstract space will

be further expounded in the next subsection, and the relation of abstract

geometry to the ordinary real space will be treated in the last section of

this chapter.)

4. Generalized spaces in mathematics. The widest application of the
concept of an abstract space Q.CCurs in mathematics itself. In geometry

one considers the \"space\" of certain figures as, for example, the \"space
of spheres\"of which we have spoken, \"the space of straight lines,\" and
so forth.

This method turns out to be particularly fruitful. in the theory of
polyhedra. For example, in \n5 of Chapter VII a theorem was mentioned

on the existence of a convex polyhedron with a given development.
The proof of this theorem is based on the discussion of two \"spaces\":

the \"space of polyhedra\" and the \"space of developments.\" The set of

convex polyhedra having a given number of vertices is regarded as a
spaceof its own whose points represent polyhedra; similarly, the set of

admissible developments is also treated as a certain space whose points
represent developments.The process of fitting together polyhedra from

developments establishes a correspondence between polyhedra and

developments, i.e., a correspondence between the points of the \"space

of polyhedra\" and the \"space of developments.\" The problem consists

in showing that to every development there corresponds a polyhedron;
i.e., to every point of one space there correspondsa point of the other.

And precisely this can be proved by means of an application of topology.

A whole series of other theorems on polyhedra can be proved similarly,

and this \"method of abstract spaces\" turns out in a number of cases
(like the theorem on the existence of a polyhedron with a given develop-
ment) to be the simplest of the known methods of proving such theorems.

Unfortunately, however, the method itself is still rather complicated, and

we cannot give a more accurate account of it here.
Extensive applications of the generalized concept of space also occur

in analysis, algebra, and number theory. This stems from the usual

representation of functions by means of curves. The values of one variable

x are usually plotted as points on a line. Similarly, the values of two

variables are plotted as points in a plane, the values of n variables as

points in an n-dimensional space; we represent the set of values of the)))



\n8. GENERALIZATION OF THE SCOPE OF GEOMETRY 157)

variables Xl' X2 , ... , X n by the point with the coordinates Xl , X 2 , ..., Xn .

We speak of the \"domain of variation of the variables\" or of the \"domain

of values\" of a function f(x i , X2 , .., , xn ) of these variables; we speak of
points, lines, or surfaces of discontinuity of the function, etc. This

geometric language is in constant use and is not only a mode of expression;
the geometric representation makes many facts of analysis \"intuitive\"

by analogy with the ordinary space and permits the use of geometric
methods of proof, generalized to n-dimensional space.

The same takes place in algebra, when equations with n unknown or

algebraic functions of n variables are under discussion. In the preceding
section it was mentioned that a linear equation with n unknowns deter-

mines a hyperplanein n-dimensional space, that m such equations deter-
mine m hyperplanes and every solution of them represents a point that
is common to all these hyperplanes.The hyperplanes need not intersect
at all, or intersect in a single point or in a whole straight line in a two-

dimensional or, generally, a k-dimensional hyperplane. All in all, the

problem of solubility of systems of linear equations is expressed as a
problem on the intersection of hyperplanes. This geometric approach

has a number of advantages. Quite generally, \"linear algebra,\" which

comprises the study of linear equations and linear transformations is
usually set forth to a large extent in geometrical form, as it was done
in Chapter XVr.)

5. Infinite-dimensional space; definition of a \"space.\" In all our

examples we were concerned with a continuous collection of objects of
one sort or another being treated as a space of its own particular kind.

These objects were colors, states of one system or another, figures, or
aggregatesof values of variables. In all cases one object was given by a

finite number of data so that the corresponding space had a finite number

of dimensions, namely the number of these data.
However, at the beginning of the present century mathematicians

began to discuss also \"infinite-dimensional spaces,\" namely collections of

objects each of which cannot be given by a finite number of data. This
is so, above all, in a \"functional space.\"

The idea of treating the collection of functions of one type or another

as a space of its own is one of the basic ideas of a new branch of analysis,
namely functional analysis, and turns out to be extremely fruitful in the

solution of many problems. The readerwi1\\ find an account of it in Chapter

XIX, which is devoted speciallyto functional analysis.

One can discuss the spaces of continuous functions of one or several
variables.One also regards as \"spaces\" various classes of discontinuous
functions, for which one defines a distance between functions by one)))
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method or another, depending on the character of the problems

awaiting solution. In a word, the number of possible \"function

spaces\" is unlimited, and in fact many such spaces are used in

mathematics.

In just the same way one can discuss the \"space of curves,\" the \"space

of convex bodies,\" the \"space of possible motions of a mechanical
system,\" etc. For example, in \n5 of Chapter VII the theorem wasmentioned

that on every closed convex surface there exist at least three closed geo-
desicsand that any two points can be joined by an infinite number of

geodesics. For the proofs of these theorems one uses the space of curves

on the surface: in the first the space of closed curves, in the second the

space of curves joining two given points. We introduce in the set of all

possible curves joining two given points a kind of distance and so turn

this set into a space.The proof of the theorem is based on an application
of certain deep results of topology to this space.

Let us now formulate a general conclusion.

By a \"space\" we understand in mathematics quite generally an arbitrary

collection of homogeneous objects (events, states, functions, figures,

values of variables, etc.) between which there are relationships similar
to the usual spatial relations (continuity, distance, etc.). Moreover, in

regarding a given collection of objects as a space we abstract from all

properties of these objectsexcept those that are determined by these

spacelike relationships in question. These relations determine what we

can call the structure or the \"geometry\" of the space. The objects them-
selves play the role of \"points\" of such a space; \"figures\" are sets of

its \"points.\"

The scope of the geometry of a given abstract space consists in those

properties of the space and the figures in it that are determined by the

spacelike relationships taken into account. For example,in discussing the

space of continuous functions the properties of an individual function

on its own are completely ignored.The function here plays the role of
a point and consequently \"has no parts,\" has no structure at all in this

sense, no properties unconnected with other points; more accurately, all
this is neglected. In a function space, properties of functions are deter-
mined only by their relations to one another, by their distance and by
other relations that can be derived from distance.

To the variety of possible sets of objects and diverse relations between

them, there corresponds the unlimited variety of spaces studied in mathe-

matics. Spaces can be classifiedwith respect to the types of thosespacelike
relations that underlie their definition. Without aiming at a full account

of all the various types of abstract spaces, let us mention, above all, two

very important types: topological and metric spaces.)))
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6. Topological spaces. A topological space (seeChapter XVIII) is any
collection of points (an arbitrary set of elements), in which a relation of

neighborhood of one point to a set of points is defined and, consequently,

a relation of neighborhood or adherence of two sets (figures) to one
another. This is a generalization of the intuitive intelligible relation of

neighborhood or adherence of figures in the ordinary space.
Already LobacevskiI with remarkable foresight pointed out that of all

the relations of figures, the most fundamental is the relation of neighbor-
hood. \"Neighborhood forms a distinctive appurtenance of bodies and

gives them the same geometric when we retain in them this property and

do not take into consideration all others whether they be essential or
accidental.\"

* For example, every point on the circumferenceis adherent

to the set of all interior points of a circle;two parts of a connected body
are adherent to one another. As the subsequent developmentof topology

has shown, it is precisely the property of neighborhood that underlies

all other topological properties.
The concept of neighborhood expresses the notion of a point being

infinitely near to a set. Therefore every collection of objects in which

there is a natural concept of continuity, of being infinitely near, turns

out to be a topologicalspace.
The concept of a topological space is extremelygeneral and the study

of such spaces, abstract topology, representsthe most general mathe-

matical study of continuity.

A rigorous mathematical definition of a general topological space can
be given in the following way.

A set R of arbitrary elements \"points\" is called a general topological
space if for every set M contained in it neighborhood points are defined
such that the following conditions, namely the axioms of the space, are

satisfied:

l. Every point of M is counted among its neighborhood points. (It is

perfectly natural to assume that a set is adherent to each of its points.)

2. If a set M} contains a set M 2 , then the neighborhood points of M}
must contain all the neighborhood points of M2 . (To put it briefly, but

less accurately, the larger set does not have fewer neighborhood points.)
Usually other axioms are added to these, so that various types of

topological spaces are thereby defined.
With t\ne help of the concept of neighborhood, it is easy to define a

number of very important topological concepts. These are at the same

time the most fundamental and general concepts of geometry and their

definitions are intuitively altogether clear. Let us give some examples.)

* N. I. Loba\nevskii, \"Collected works,\" Vol. 11,Gostehizdat, 1949, page 168.)))
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l. Adherent. We shall say that sets M} and M2 are adherent to one
another if one of them contains at least one neighborhood point of the

other. (In this sense, for example, the circumference of a circleis adherent

to the interior.)

2. Continuity or, as the mathematicians say, connectedness of a figure.
A figure, i.e., a set of points M, is connected if it cannot be split into

parts that are not adherent to one another. (For example, a segment is

connected, but a segment without its midpoint is disconnected.)
3. Boundary. The boundary of a set M in a space R is the set of all

points that are adherent both to M and to its complementR - M, i.e.,
to the remaining part of the space R. (This is, obviously, a perfectly

natural concept of boundary.)
4. Interior point. A point of a set M is called interior if it does not

lie on its boundary, i.e., if it is not adherent to the complementR - M.

5. Continuous mapping or transformation. A transformation of a set
M is called continuous if it does not disrupt neighborhoods. (One could
hardly give a more natural definition of a continuous transformation.)

Other important definitions could be added to this list, such as for

example a definition of the concept of convergence of a sequenceof
figures to a given figure or the concept of the number of dimensions of
a space.

We see that the most fundamental geometricconceptscan be defined

in terms of neighborhoods. The significanceof topology, in particular,
lies in the fact that it gives rigorous generaldefinitions for these concepts,

thereby providing a basisfor the strict application of arguments connected
with the intuitive conception of continuity.

Topology is the study of those propertiesof spaces, of figures in them,
and of their transformations that are defined by the relation of neighbor-
hood.

The generality and fundamental nature of this relation makes topology
into a very general geometrical theory that penetrates the diverse branches

of mathematics, wherever continuity only is under discussion. But

precisely because of its generality topology in its most abstract parts
goes beyond the framework of geometry proper. All the same, at its
basis lies a generalization of the properties of real space and the most

fruitful and powerful of its results are connected with the application

of methods that spring from intuitive geometric ideas. An example is

the method of approximating general figures by polyhedra which was

developed by P. S. Aleksandrov and was extended by him, though in an
abstract form, to extremelygeneral types of topological spaces.

Nowadays every specialist, no matter what his subject of study,)))
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investigates when he discovers that there is a natural way of introducing

into it the concept of nearnessor adherence, and immediately has at his

disposal the ready-made,widely ramified apparatus of topology, which

enables him to draw conclusions that are far from trivial even in their

application to his special field.)

7. Metric spaces. A metric space is a set of arbitrary elements, to be
called points, between which a distance is defined; i.e., with each pair of

points X, Ya number r(X, Y) is associated so that the following conditions,

namely the axioms of a metric space, are satisfied:

I. r(X, Y)
= 0 if and only if the points X, Y coincide.

2. For any three points X, Y, Z)

r(X, Y) + r(Y, Z) \n r(Z, X).)

This condition is called the \"triangle inequality,\" since it is quite
analogous to the well-known property of the ordinary distance between

points Al , A 2 , Aa of Euclidean space (figure 31);

r(AI , A2) + r(A 2 , Aa) \n r(A a , AI)'

As examples of metric spaces we may take

l. the Euclidean space of an arbitrary number n of dimensions,
2. the LobacevskiI space,

3. any surface in its intrinsic metric (Chapter VII, \n),

4. the space C of continuous functions with distance defined by the
formula rUI ,h) = max Ifl(X)

- h(x)/,
5. the Hilbert space to be described in Chapter XIX, which is an

\"infini te-dimensional Euclidean\" space.
The Hilbert space is the most important of the spaces used in functional

analysis; it is closely connected with

the theory of Fourier series and more
generally with the expansion of func- A 2

tions in series by orthogonal functions

\n
(the coordinates Xl , X2 , Xa ,

... are then
the coefficients of such series). This
space also plays an important role in

mathematical physics and has acquired
A, A,j

much significance in quantum me- FIG. 31.
chanics.It turns out that the set of all

possiblestates (not only stationary) of an atomic system, for example a

hydrogen atom, can be regarded from an abstract point of view as
a Hilbert space.)))
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The number of examples of metric spaces that are actually discussed
in mathematics could be increased considerably; in the next section we
shall become acquainted with one important class of metric spaces, the

so-called Riemannian spaces, but the examples we have given so far will

be sufficient to show how widely the general concept of a metric space
extends.

In a metric space it is always possible to defineall topological concepts

and, moreover, to introduce other \"metric\" concepts; for example, the

concept of the length of a curve. Length is defined in any metric space

precisely in the same way as usual, and the basic propertiesof length

are then preserved. Indeed, by the length of a curve we understand the
limit of the sum of the distances betweenpoints Xl , X2 ,

...
, X n that are

arranged in a sequence on the curve, subject to the condition that the

points come to lie closerand closer on the curve.)

8. Advantages of the geometric method. Many types of spaces be-

sides the general topological or the metric spacesare discussedin mathe-

matics. In fact, we have already become acquainted in \n6 with a whole
class of such spaces. These are the spaces in which some group of trans-
formations is given (for example, the projective or affine spaces). In such

spaces we can define \"equality\" of figures. Figures are \"equal\" if they
can be carried into one another by a transformation of the given group.

We shall not go deeper into the definitions of possible types of spaces;
they are rather diverse and the reader can turn to the special literature
on the various branches of present-day geometry.

But what is the sense of extending the range of geometric concepts
so much? For what purpose, for example, does one have to introduce
the concept of the space of continuous functions? Is it not sufficient to
solve problems of analysis by the usual means without resorting to such

abstract spaces?
The general answer to these questions consists briefly in this: that by

introducing one space or another into the discussion we open the way

to applications of geometric concepts and methods, which are extremely

numerous.

A characteristic feature of geometric concepts and methods is that they

are based, all things considered, on intuitive ideas and preserve their

advantages even though in an abstract form. What the analyst achieves
by long calculations, the geometer can occasionallygrasp at once. An

elementary example of this can be seen in a graph that gives a completely
clear picture of one dependence or another between quantities. The

geometrical method can be characterizedas an all-embracing synthetic

method, in contrast to the analytical method. Of course, in abstract)))
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geometrical theories the immediate intuitiveness fades away, but the
intuitive arguments by analogy remain and so doesthe synthetic character

of the geometrical method.
The reader is already familiar with the application of geometric pictures

in analysis, with a geometric representation of complexnumbers and

functions of a complex variable, with geometric arguments in a proof
of the fundamental theorem of algebra, and with other applications of

geometric concepts and methods. Everywhere he may observe what we
have described here in general terms. We recall the examples, in the

beginning of \n7, and also here \n8, under subsection 5, of theorems that

can be proved by applying many-dimensional geometry. Let us give one

further example of a problem in analysis that can be solved by an applica-

tion of the concept of a function space.

It is proved in topology that if we take in the ordinary plane any domain
that has the form of a distorted circleand then deform it in a continuous
manner as we please, but so that in the end it becomes embedded inside
its original contour, then at least one point of the domain comes to lie
after the transformation where it was before. This is a purely topological

fact.

Now let us consider a problem altogether remote from geometry:
A function y(x) is to be found that satisfies the differential equation,

*)

y'
= I(x, y)) (10))

and assumes for x = 0 the value y = O.

Obviously, instead of this equation we can look for a solution of the

equation)

y =
r I[t, y(t)] dt.

o)
(11))

Naturally the problem arises: Does there exist, in general, a function

y(x) satisfying this condition?
Let us look at the problem in another way. We represent every con-

tinuous function y(x) by a point of some abstract space. The result of

computing the integral)

(/[t,
y(t)] dt =

z(x))

is again a continuous function of x, i.e., a \"point\" of our abstract space.
By taking various \"points\" y, i.e., various functions y(x), we obtain,
generally speaking, various points z. In this way, the set of points of)

* Here, f(x, y) is assumed to be a continuous funclion of the variables x and y.)))
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our space is again mapped into points of the same space. The problem

of finding a solution of the equation (II) has been reduced to the question:
Can a \"point\" of our space be found such that after this transform ation
it coincides with its previous \"place\"?

A natural problem in the theory of differential equations has become

a problem concerning a property of an abstract function space. The
analogy with the aforementioned theorem tells us that we are evidently

dealing here with a topological property of the corresponding space.
In this way we obtain, by means of the requisitetopological investiga-

tions, what are probably the shortest proofs of many theorems on the

existence of solutionsof differential equations; in particular we can make
it clear that the equation (10) does in fact have a solution for every
continuous function f(x, y).)

\n9. Riemannian Geometry

1. History of Riemannian geometry. The ideas explained previously

that every continuous collection of homogeneous phenomena can be

treated as a spaceof its own was first expressed by Riemann in his lecture

\"On the hypotheses that underlie geometry,\" given at the University of

Gottingen in 1854. This was a sort of test lecture, somewhat like a report
or a dissertation that a lecturer or professor had to make to the faculty

before taking up his post. In his lecture Riemann set out in general lines,

without calculations or mathematical proofs, the original idea of a vast

geometric theory that is now calIed Riemannian geometry. It is said that

nobody in the audience understood it except the aged Gauss. Riemann

provided the formal apparatus of his theory in another paper, with an

application to the problem of heat conduction, so that the abstract
Riemannian geometry was born in close connection with mathematical

physics. In the development of geometry, Riemann's ideas came next
after Lobacevskii'sdecisive step. However, Riemann's papers were not at
once duly appreciated. His lectures and papers on heat conduction were

published only posthumously in 1868. It is worth while mentioning that

in 1868 the first interpretation of Lobacevskii's geometry also appeared,
by Beltrami, and in 1870 the second one, by Klein. In 1872 Klein ex-
pounded his general view of the various geometries: Euclidean
Lobacevskii, projective, affine, etc., as of the study of properties of

figures that remain unchanged under the transformations of one group
or another. In the same year many-dimensional geometry was finally

consolidated in mathematics. Thus, the seventies of the 19th century were

that critical period in the history of geometry when the new geometrical
ideas, accumulated in the course of the preceding fifty years, were finalIy)))
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understood by a wide circle of mathematicians and assumeda secure
place in the science.

Riemann's work was then continued and at the end of the 19th century

Riemannian geometry had reached a considerabledevelopment and had

found applications in mechanics and physics. When, in 1915, Einstein in

his general theory of relativity applied Riemannian geometry to the

theory of universal gravitation, this event drew particular attention to

Riemannian geometry and resulted in its brisk development and in

various generalizations.)

2. The basic ideas of Riemannian geometry. Riemann's ideas, which

had such a brilliant success, are really rather simple if one sets aside the

mathematical details and concentrates on the basic essentials.Such an

intrinsic simplicity is a feature of all great ideas. Was not Lobaeevskii's
idea simple:to regard the consequences of the negation of the Fifth

Postulate as a possible geometry? Was not the idea of evolution of
organisms simple, or the idea of the atomic structure of matter? All of
these are simple and at the same time very complicated, because new

ideas must, first of all, work their way over a wide field and must not be

pressed into a rigid framework, and second their foundation, development,
and application is a many-sided task, requiring an immense amount of
labor and ingenuity, and impossible without the specialized apparatus of
science.For Riemannian geometry this apparatus consists in its formulas;

they are complicated and therefore accessible to a specialist only. But
we shall not deal with complicated formulas and turn now to the essence
of Riemann's ideas. As we have already said, Riemann began by con-

sidering an arbitrary continuous collection of phenomena as a spaceof
its own. In this space the coordinates of pointsare quantities that determine

the corresponding phenomenon among others, as for example the in-

tensities x, y, z that determine the color C = xR + yG + zB. If there are
n such values, say Xl' X 2 ,

... , Xn , then we speak of an n-dimensional
space.In this space we may consider lines and introduce a measurement

of their length in small (infinitely small) steps, similar to the measurement
of the length of a curve in ordinary space.

In order to measure lengths in infinitely small steps, it is sufficient to

give a rule that determines the distance of any given point from another

infinitely near to it. This rule of determining (measuring) distance is

called a metric. The simplest case is when this rule happens to be the
same as in Euclidean space. Such a space is Euclidean in the infinitely

small. In other words, the geometrical relations of Euclidean geometry are
satisfied in it, but only in infinitely small domains; it is more accurate
to say that they are satisfied in any sufficiently small domain, though not)))
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exactly, but with an accuracy that is the greater, the smaller the domain.

A space in which distance is measured by such a rule is called Riemannian;

and the geometry of such spacesis alsocalled Riemannian. A Riemannian

space is, therefore, a space that is Euclidean \"in the infinitely small.\"

The simplest example of a Riemannian space is an arbitrary smooth
surface in its intrinsic geometry. The intrinsic geometry of a surface is a
Riemannian geometry of two dimensions. For in the neighborhood of
each of its points a smooth surface differs only a little from its tangent

plane, and this difference is the smaller, the smaller the domain of the

surface that we consider. Therefore the geometry in a small domain of
the surface also differs little from the geometry in a plane; the smaller
the domain, the smaller this difference. However, in large domains the
geometryof a curved surface turns out to be different from the Euclidean,
as was explained in \n of Chapter VII and is easy to see in the examples

of the sphere or pseudosphere.Riemannian geometry is nothing but a
natural generalization of the intrinsic geometry of a surface with two

dimensions to an arbitrary number n. Like a surface, considered only

from the point of view of its intrinsic geometry, a three-dimensional
Riemannian space, although Euclidean in small domains, may differ from

the Euclidean in large domains. For example, the length of a circle may
not be proportional to the radius; it will be proportional to the radius
with a good approximation for small circumferencesonly. The sum of

the angles of a triangle may not be two right angles; here the role of
rectilinear segments in the construction of a triangle is played by the

lines of shortest distance, i.e., the lines having the smallest length among

all the lines joining the given points.
One can speculate that the real space is Euclidean only in domains

that are small in comparison with the astronomical scale. The smaller

a domain is, the more accurately Euclidean geometry holds, but we can
imagine (and, in fact, it turns out to be so) that on a very large scale
the geometrydiffers somewhat from the Euclidean. This idea,as we know,

was already put forward by LobacevskiI. Riemann generalized it so that

it applied to an arbitrary geometry and not only to LobaeevskiI geometry,
which now appears as a special case of Riemannian geometry.

From what we have said it is clear that Riemannian geometry has
grown by a synthesis and generalization of three ideas that contributed

to the successful development of geometry. First came the idea of the

possibilityof a geometry other than the Euclidean, second was the concept

of the intrinsic geometry of a surface, and third the concept of a space
of an arbitrary number of dimensions.)

3. Measurementof distance. In order to make it clear how a)))
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Riemannian space is defined mathematically, we recall first of all the rule
for measuring distances in a Euclidean space.

If rectangular coordinates x, yare introduced in a plane, then by

Pythagoras' theorem the distance between two points whose coordinates

differ by L1x and L1y is expressed by the formula)

s = VLlx2 + L1y2.)

Similarly in a three-dimensional space)

s = VLlx2 + L1y2 + L1z2.)

In a n-dimensional Euclidean space the distance is defined by the general
formula)

s = VLlx2 +
... + L1x2

1 \"
.)

Hence it is easy to conclude how the rule for measuring distance in a

Riemannian space ought to be given. The rule must coincide with the

Euclidean, but only for an infinitely small domain in the neighborhood
of each point. This leads to the following statement of the rule.

A Riemannian n-dimensional space is characterized by the fact that in

the neighborhood of each of its points A coordinates Xl' X 2 ,
... , X\" can be

introduced such that the distance from A of an infinitely near point X is

expressed by the formula)

ds = V dx; + ... + dx\n ') (12))

where dXl , ... , dx\" are the infinitely small differences of the coordinates

of A and X. This can alsobe expressed more accurately in another way:
The distance from A to an arbitrarily near point X is expressed by the

same formula as in Euclidean geometry, but only with a certain accuracy
which is the greater the nearer the point X is to A, i.e.,)

s(AX) = V
L1x\n +

'\"
+ L1x; + 1:,)

where I: is a small quantity in comparison with the first term and is smaller,
the smaller the coordinate differences L1x l , ... , L1xn are. *)

* Usually the precise meaning of the fonnu la (12) is expressed as follows. Suppose
that a curve slarts out from A so that the coordinates of the point X on it

are given as functions x,(t), x.(t), ...,x,,(t) of some variable t. Then the differential ds
of the arc lenglh of this curve at A is expressed by (12).)))
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Now this is the exact mathematical definition of a Riemannian metric
and a Riemannian space. The difference of Riemannian metric, i.e., the

rule for measuring distances, from Euclideanconsistsin that this rule

holds only in the neighborhood of each given point. Moreover, the

coordinates in which it is expressed so simply have to be taken differently

for different points.
* The difference between the general Riemannian

metric and the Euclideanwill be further specified later on.
The fact that a Riemannian space coincides with a Euclidean in the

infinitely small enables us to define in it the fundamental geometric
quantities similarly to the way this was done for the intrinsic geometry

of a surface by approximating an infinitely small portion of the surface

by a plane (Chapter VII, \n). For example, an infinitely small volume is

expressed just as in Euclidean space. The volume of a finite domain is

obtained by summing infinitely small volumes, i.e., by integrating the
differential of the volume. The length of a curve is determined by summing

infinitely small distances between infinitely near points on it, i.e., by

integrating the differential of the length ds along the curve. And this is a

rigorous analytic expression for the fact that the length is determined by

laying off a small (infinitely small) measuring rod along the curve. The
angle between curves at a common point is defined exactly as in a

space. Further, in an n-dimensional Riemannian space we can define
surfaces of various numbers of dimensions from 2 to n - I. Moreover,
it is easy to prove that each such surface in its turn represents a Riemannian
spaceof the corresponding number of dimensions, just as a surface in the

ordinary Euclidean space turns out to be a two-dimensional Riemannian

space.

It has also been proved that a Riemannian space can always be
representedasa surface in a Euclidean space of a sufficiently large number

of dimensions, namely: for every n-dimensionalRiemannian space one

can find in an n(n + I)J2-dimensional Euclidean space an n-dimensional
surface which from the point of view of its intrinsic geometry does not
differ from this Riemannian space (at least in a given limited part of it).)

4. The fundamental quadratic form. In order to obtain the actual
analytical expression for various geometric quantities in a Riemannian
geometry,we have to define, first of all, a general expression for the rule
of measuring lengths in a Riemannian space independent of the specific
coordinatesat each point. True, the formula (12) holds at every point A

for a special choiceof coordinates at that point, so that on transition)

* If in the whole space coordinates could be introduced so that for any pair of neigh-
boring poinls this rule for measuring distance would hold, then the space would be

Euclidean.)))
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from one point to another the coordinates themselves must be changed,
and this is of course inconvenient. But this can easily be avoided, for
we can prove the following.

Suppose that in some domain of a Riemannian space coordinates
Yl , Yz ,

... , Yn are introduced arbitrarily. Then the \"infinitely small

distance\" or, as one says, the \"element of length\" from the point A with

the coordinates YI, Yz ,
...

, Yn to the point X with the coordinates

YI + dYI , Yz + dyz , ... , Yn + dYn is expressed by the formula)

ds = \n i gik dYi dYk , or dsz = \n gik dYi dYk ,
it k- 1)

(13))

where the coefficients gtk are functions of the coordinates YI , Yz , ... , Yn

of A.

The expression on the right of the last formula is called a quadratic

form* in the differentials of the coordinates dYI' ..., dYn. In expanded

form it can be written as follows:)

\n gik dYi dYk = gll dYl
z

+ g12 dYI dyz + gZI dyz dYI + gzz dy\n +
... .

Since dYI dyz
= dyz dYI , it is convenient to take the second and third

term as equal: glZ
= gZI and generally gtk

= gki ; this is possible, because

only their sum (gtk + gkt)dYt dYk is important.

The quadratic form is positive definite, since obviously ds z > O.
except when all the differentials dYt are equal to zero.

The conversealso holds.Namely, if in an n-dimensional space, where
coordinates YI , Yz , ... , Yn have been introduced, the element of length

is given by the formula (13) with the condition that the quadratic form

is positive definite (i.e., always greater than zero except when all the

dYt
= 0), then the space is Riemannian. In other words, in the neighbor-

hood of each point A one can introduce new special coordinates

Xl , Xz ,
...

, Xn so that in the new coordinates the element of length at

this point is expressed in the simple form (12)

ds2 = dxi -+ dx\n +
.,. -+ dx\n

.)

Thus, Riemannian metric (i.e., a definition of length that is Euclidean
in the infinitely small) can be given by any positive definite quadratic
form (13) with coefficients gik that are functions of the coordinates Yi .

This is the general method of giving a Riemannian metric.)

* A quadratic form of several quantilies is an algebraic expression that is a homo-
geneous polynomial of degree 2 in Ihese quantilies.)))
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A curve in a Riemannian space is given by the fact that all n coordinates

of a point vary in dependence of a single parameter t which ranges over
a certain interval)

YJ
= YI(t), Yz

= Yz(t), .., , Yn
= Yn(t)) (a \n t \n b).) (14))

The length of the curve is expressedby the integral)

s =
f ds =

f \n\ngikdYidYk')

In the case of the curve given by the equations (14) we have)

dYI
=

Y\n dt, ''', dYn =
Y\n dt,)

therefore)

s =
5: \n\n gik YiYk dt.) (I 5))

Since the gik are known functions of the coordinates YI ,
...

, Yn and the
latter depend in a known manner on t in accordance with the formulas
(14), the function of t under the integral sign in (15) is completely deter-
mined for the given curve. Consequently its integral has a definite value
and so the curve has a definite length.

The length of the shortest curve joining two given points A, B is taken
to be the distance between these points. This curve itself, called a geodesic,

plays the role of an analogue to the rectilinear segment AB. One can

show that in a small domain any two points are joined by a unique

shortest line. The problem of finding the geodesic (shortest) lines is that

of minimizing the integral (15). This is a problem in the calculus of

variations which was discussed in Chapter VIII. A standard application

of the methods of the calculus of variations permits us to derive a dif-

ferential equation that determines the geodesic linesand to establishtheir

general properties for every Riemannian space.
Let us prove the principal statement made previously, namely, that a

Riemannian metric is given in arbitrary coordinates by the general
formula (13).

Supposethat in some domain of a Riemannian space certain coordinates

YI , Yz , ... ,Yn are introduced. We take an arbitrary point A in this domain

and assume. that Xl , Xz ,
... , X n are the special coordinates in which the

element of length at A is expressed by the formula (12) or, what is the

same,)

ds2 =
dx\n + dx\n + ... + dx; .) (16))))
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The coordinatesXi are expressed in terms of the Y; (i,j
= I, ... , n) by

certain formulas,)

Xl
= Il(Yl, Yz, ... , Yn),

Xz
= IZ(YI , Yz ,

...
, Yn),)

X n = In(Yl , Yz ,
...

, Yn)')

Then)

dX l = 011
dYl +

Olz
dyz + ... + oln

dYn
0Yl OYz OYn)

and similarly for dxz, ... , dXn. We substitute these expressions in (16).
When we then square the right-hand side and combine the terms with

dy\n , dYl dyz , dy\n, etc., we obtain an expression of the form)

ds 2 = gll dy\n + 2g l2 dY l dyz + gZ2 dy\n +
... + gnn dy\n,)

where the coefficients gll, glZ ,
...

, gnn are expressed in terms of the

partial derivatives o/;joy; (the form of these expressions is of no interest

to us). But this is simply formula (13) written in expanded form, and
so our statement is proved.

Let us now show that, conversely, the formula (13)defines a Riemannian

metric, i.e., that at each point by a special choice of the coordinates Xi

it can be transformed into the simple form (16). Suppose that)

ds z = \ngik dYi dYk,)

where the gik are functions of the coordinates Yl ,
... , Yn and the quadratic

form on the right-hand side is positive definite. Then the coefficientsgik

are given numbers and the variables on which the form depends are

dYl, ... , dYn. From algebra it is known that every positive-definite

quadratic form (with arbitrary numerical coefficients) can be reduced to
a surn of squares by a linear transformation of the variables (see Chapter

XVI), * i.e., that there exists a transformation)

dYl
= alldx l + ... + alndx n ,)

(17))

dYn = anldx l + ... + anndxn ,)

* It does not matter that in our case the variables of the form are differentials;

we can regard them simply as certain independent variables.)))
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such that when these expressions are substituted in (13), we obtain

ds2 =
dxf +

... + dx; .)

If we make the change of the coordinates Yl , ... . Yn to Xl'
... . X\" by)

Yl = anxl + \". + alnx n ,)

Yn
= anlx l + \". + annx n ,)

then the differentials dYi are expressed in terms of the differentials dx;
preciselyby the formulas (17). Consequently this change of coordinates

solves our problem: in the coordinates Xl , ... , X n at the point we have
chosen the square of the differential ds2 is expressed in the simple
\"Euclidean\" form (16). So we have proved that the general formula (13)
does in fact give a Riemannian metric.)

5. The curvature tensor. A Euclidean space is the simplest special
case of a Riemannian space.

* It is an important .task of Riemannian

geometry to give an analytical expression for the difference of a general
Riemannian space from a Euclidean by defining a measure,so to speak.
for the non-Euclideanness of a Riemannian space. This measure is the

so-called curvature of the space.

We must emphasize right away that the concept of curvature of a
spaceis not at all connected with the idea that the space is situated in

some higher enveloping space in which it is somehow curved. Curvature
is defined within the given space and expresses its difference from a

Euclidean space in the sense of its intrinsic geometric properties. This
must be clearly understood in order to avoid linking the concept of a
curved space with something extraneous. When it is said that our real
space has curvature, this only means that its geometric properties differ

from the properties of a Euclidean space. But it does not mean at all
that our space lies within some higher space in which it is somehow
curved. Such an idea has no relation whatsoever with an application

of Riemannian geometry to the real spaceand belongs in the realm of

speculativephantasy.)

* In a Euclidean space the element of lenglh in reclangular coordinates is expressed
by the formula (16): ds' = \n dx\n . If we go over to other coordinates, then by what

we have deduced under subsection 4 earlier ds' is expressed by some quadratic form (13).

Consequently the same general formula (13) for the element of lenglh holds in arbitrary
coordinates in a Euclidean space. The Euclidean space, however, differs from any
other by the fact that in it coordinates can be introduced (and Ihese will be rectangular

coordinates) such that the formula (16) holds everywhere wilh one and the same
coordinate system and not only near one poinl or another, as is the case in a general
Riemannian space.)))
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The concept of curvature of a Riemannian space generalizes to n

dimensions that of the Gaussian curvature of a surface.As was explained
in \n of Chapter VII, the Gaussian curvature is a measure of the deviation

of the intrinsic geometry of the surface from the geometry in a plane

and can be treated purely from an internal-geometric point of view. It is
nothing other than the curvature of that two-dimensional Riemannian

space that represents the given surface.

Let us recall, for example, two formulas of the intrinsic geometry in

which the Gaussian curvature occurs. Supposethat there is a small

triangle on the surface near a certain point 0 whose sides are geodesic
lines;let its angles be ex, fJ, y and its area a. The quantity ex + fJ + y

- TT

expresses the difference of the sum of its angles from the sum of the

angles of a triangle in the plane.
When the triangle is contracted towards the point 0, then the ratio of

ex + fJ + y
- TT to its area a tends to the Gaussian curvature K at O.

In other words,for a small triangle)

ex+fJ+Y-TT = K+Ea ')

where E -- 0 as the triangle is contracted to O. This shows exactly that

the Gaussian curvature K is a measure for the difference of the sum of
the angles of a triangle in a plane and the sum of the angles of a triangle
on the surface.

Now let us consider a small circle on the surface with its center at 0
(i.e., the geometric locus of points equidistant from 0 in the sense of

the distance on the surface). If r is the radius of the circle and I its length,
then)

TT
I = 2TTr -

3
Kr + E,)

where K is again the Gaussian curvature at 0 and E denotes a quantity
that is small compared with r 3 .

Here the Gaussian curvature emerges as a measure of the deviation

of the length of a small circle from the value 2TTr to which it is equal in

Euclidean geometry.

Now the curvature of a Riemannian space plays a similar role. It can
bedefined, for example, in the following manner. In the given Riemannian

spacewe construct a smooth surface F formed from geodesic lines passing

through a given point O. The Gaussian curvature of this surface is taken

to be the curvature of the space at 0 in the direction of the surface F.

Generally speaking, this curvature will differ not only at different points)))
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0, but also for various geodesic surfaces G passingthrough one and the

same point O. The curvature of a space at a given point is, therefore,
not characterized by a single number. Already Riemann introduced a
general rule connecting the curvatures of the various surfacesF at one

and the same point. Owing to these connections, the curvature at a

point is completely characterized by a certain system of numbers, the
so-called curvature tensor.

However, we cannot dwell here on an explanation of this situation,

since it would require extensive mathematical apparatus. The only

important thing is to grasp that the curvature is a measure of the non-

Euclideanness of a Riemannian space; it is defined intrinsically as a

measure of the deviation of its metric from the metric of Euclidean
space.It determines, for example, the difference of the sum of the angles
of a triangle from 7T or the difference of the length of a circle from 27Tr.

At different points it has, in general, distinct values and at one and the

same point it is given not by one number but by a certain system of

numbers.

A Riemannian space need not be homogeneous in its properties, and
in that case free mobility of figures without altering the distances between
their points is impossible. So there arises the question in what Riemannian

spaces free motion for figures is possible with the same number of degrees
of freedom as in a Euclidean space. These are the most homogeneous

Riemannian spaces.
It turns out that a Euclidean space is homogeneouswithout curvature

(a space of zero curvature). Another type of homogeneous space is the
Lobacevskil space, so that Lobacevskil geometry, just like Euclid's
geometry,is a specialcaseof the general Riemannian geometry.

Generally, a Riemannian space in which free motion of figures is

possible is a space of constant curvature: In it the curvature has one and

the same value at all points and for all geodesicsurfaces.(Instead of the

\"curvature tensor\" which changes from point to point it is given this

time by a single number common to all points.) A space to zero curvature
is Euclidean; a spaceof negative curvature is a Lobacevskil space; a
spaceof positive curvature has the same geometry as an n-dimensional

sphere in an (n + I)-dimensional Euclidean space.)

6. Applications of Riemannian geometry. Riemannian geometry did

not have long to wait for applications. Riemann himself, as we have

already said, applied its formal apparatus to the solution of a problem
of heat conduction, but this was merely an application of its formulas,

not of the idea of an abstract spacewith a Euclidean measure of distance
in infinitely small domains. Such an application was made to the color)))
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space, where the distance between neighboring colors can be expressed
by using a Riemannian metric; the color space has been treated as a

special three-dimensional Riemannian space.
Another important application of Riemannian geometry emerged in

mechanics. In order to understand its essence let us consider, to begin
with, the motion of a point on a surface. We imagine a material point,
for example a particle that can move freely on a certain smooth surface

without leaving the surface. The point moves, as it were, in the surface

itself. We can introduce arbitrary coordinates Xl , X2 on the surface; then

the motion of the point is completelydetermined by the dependence of
these coordinates on the time, and its velocity on the velocitiesof the

change of coordinates, i.e., on their derivatives with respect to the time

Xl , x 2 . So we see that the point moves, as it were, in two-dimensional

space; but this space is not Euclidean and has its own geometry, the

intrinsic geometry of the surface.The laws of motion can be transformed
so as to contain only the coordinates Xl , X2 of a point on the surface
and their first and second derivatives.

If a force acts on the point, then its component perpendicular to the
surface is annihilated by the resistance (by the reaction of the surface)

and there remain only the components tangential to the surface; so the

force acts only along the surface. In this manner the forces acting on
a point can also be regarded as acting in the surface itself. The intrinsic

geometry of the surface is a special case of a Riemannian geometry.

Therefore the motion of the point on the surface is a motion in a two-

dimensional Riemannian space. The laws of this motion have the same
character as the usual laws of motion, with the difference only that the
intrinsic geometry of the surface is taken into account. This becomes

perfectly clear from the folIowing fact, mentionedbefore, in \n of Chapter
VII: A point moving on the surface under inertia and without friction

moves on a geodesic line with constant velocity. Since the geodesic lines
play the role of straight lines on the surface, this fact is analogous to
the law of inertia: it is the same law of inertia, but for the motion on a
surface or, abstractly, in a two-dimensional Riemannian space.

Of course, so far there is no advantage visible in this abstract presenta-
tion, because we are concerned only with the motion on an ordinary
surface.

The benefit of the abstract point of view makes itself felt at once when

we go over to mechanical systemswhose state is given by more than two

quantities. Then a representation of the motion as the motion of a point

on a surface becomes impossible. We have encountered this circumstance
in \n7 when we talked of how graphicalmethods fail in an abstract presenta-
tion of a many-dimensional space.)))



176) XVII. NON-EUCLIDEANGEOMETRY)

Suppose, then, that there is a mechanicalsystem whose configuration,

i.e., the distribution of whose parts, is

given by n quantities Xl , X 2 ,
...

, Xn .

If we are concerned with a system of

several material points, then their

distribution is determined by giving

all their coordinates, three for each
point. As another example we can
take a gyroscope(a wheel spinning

on an axis that itself can turn around
a stationary point). The rotation of

the gyroscope around the axis is
given by the angle of deflection and
the inclination of its axis by the two

angles it forms with two given direc-

tions. Altogether there are three

quantities that determine the position of such a gyroscope (figure 32).
Every configuration (every position of the parts of the system) can be

thought of as a \"point\" in the space of all possible configurations. This
is the so-called configuration space of the system. * The number of its
dimensions is equal to the number of quantities Xl' X2 ,

... ,X n that

determine the configuration. These quantities serve as coordinates of a

\"point\" in the configuration space. For a system of say three material

points, we obtain three coordinates each for three points, or nine coor-

dinates altogether. For the case of a gyroscope,we have three coordinates,

namely the three angles, so that the configuration space of a gyroscope
is three-dimensional.

The motion of the system is represented as the motion of a point in a

configuration space. The velocity of the motion is determined by the
velocities of change of the coordinates Xl , X2 , ... , X n .

Such spaces will be discussed again in Chapter XVIII in connection
with their topological structure. Here we wish only to emphasize that we
can introduce in a configuration space a special rule of measuring distances

which is closely connected with the mechanical properties of the system.
Indeed, if the kinetic energy of the system is expressedby the formula)

z)

y)

FIG. 32.)

T l\n ..=
2 .\n aikxixk,

I,k=l)

* This must not be confused with the \"phase space\" mentioned in \n8 under sub-
section 2. In the phase space a point determines not only the posilion but also the

velocity of motion of the points of the system at every moment.)))
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where the Xi are the velocities of change of the corresponding coordinates,

then the square of an infinitely small distance is given by the formula)

n

ds 2 =
\n aik dXi dX k .

i,k=l)

Thus, the configuration space becomesa Riemannian space. Moreover,

not only is the motion of the system represented as the motion of a point

in the configuration space but the very equations that describCf the motion
of the system coincide with the equations of motion of this point; in a

word, the mechanicsof the system are represented as the mechanics of a
point in the configuration space. In particular, the motion of the system

under inertia, i.e., without the action of forces (like the free rotation of a

gyroscope) becomes a uniform motion of a point on a geodesicline in

that space.
This representation is expedient in a number of cases and is used,

along with certain generalizations and modifications, in theoretical

mechanics.

Thus, Riemannian geometry has its applications as a method of
abstract-geometricaldescription of physical phenomena. This description
is not at all arbitrary and is not an idle play of the mathematical mind;

it reflects the real mechanism of the phenomena in question but reflects
it in an abstract form. But this is the nature of every mathematical
description of physical phenomena. This is also the nature of every

application of abstract geometry; the difference consistsonly in that more

powerful, more delicateabstractions are applied, but the essence remains
the same.

The most brilliant application of Riemannian geometry came in the

theory of relativity. Of this we shall speak in the following section, where
we will be concerned with the important and difficult problem of the

relationship between abstract geometry and properties of the real space.)

7. Generalizations. In the last thirty years the geometry of various

non-Euclidean spaces has been the subject of remarkable developments

and generalizations in several directions. New theories have arisen in

which Riemannian geometry is included as a special case. The first of

these was the so-called Finsler geometry, the idea of which goes back
right to Riemann;

* then came a general theory of spaces of the eminent
French geometer E. Cartan, which combines Riemannian geometrywith

Klein's Erlanger Programm, and other theories. We cannot possibly give)

* Finsler was the German mathematician who in 1916 initiated a detailed treatment
of the geometry mentioned here.)))
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an account of these new directions of geometry and shall mention only

that they are worked out essentially by means of a special adaptation of
their analytical apparatus. A group of Sovietgeometershas been taking

part in the development of these new directions; we could perhaps name
here the new \"polymetric\" geometry created by P. K. Rasevskil and the

investigations of V. V. Vagner which extend from the most general
problemsof the theory of curved spaces to the applications of non-

Euclidean geometry in mechanics.)

\nIO. Abstract Geometry and the Real Space

I. Difficulties of visualizing our actual space as non-Euclidean. In the

course of the preceding account of the development of geometrical
ideas beginning with Lobacevskil, we have gone deep into abstract

spaces and quite far away from the original object of geometry, that

real space in which all phenomena take place.We shall now return to
this space in the usual sense and shall set ourselvesthe task of explaining
what the development of abstract geometry has contributed to our

knowledge of its properties.
We know that geometry has grown from experiment, from an ex-

perimental investigation of spatial forms and relations of bodies:from

the measurement of lots of land, of volumes of containers, etc. So in

origin it is a physical theory such as, say, mechanics. The axioms of

Euclidean geometry were conclusionsclearly formulated on the basis of
protracted experiments;they express laws of nature, and they can be

called laws of geometry,just as the fundamental laws of mechanics are
now often called axioms of mechanics.* But it is wrong to assert that

these laws are absolutely exact and never require modification or general-
ization in connection with new experimental data; the real properties
of spacemay differ more or less from what Euclidean geometry states.

We have already brought forward these arguments and now they must

appear, we would think, quite obvious. But this was not so a hundred

years ago, when Lobacevskil's ideas failed to achieve general recognition.

Before Lobacevskil and Gauss, it had not entered into anybody's head
that the Euclidean geometry could turn out to be not entirely accurate,)

* An abstract conception of axioms that dissociates the axioms from their original

content has arisen during the last fifty years; this changes nothing in the fact that the
axioms of Euclidean geometry express laws of nature. In speaking of axioms and not
of laws of geometry or mechanics we wish to place the logical deductive construction

of these sciences in the forefront, but they do not lose their experimental foundation

on that account. Any statement of a theory is called an axiom when it is taken as the
basis for the deductive construction of the theory, and other statements of the theory
(theorems) are deduced from the basic ones (the axioms) by logical reasoning.)))
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that the real properties of spacecould be somewhat different. LobacevskiI

developed his geometry as a theory of possible properties of the real
space. Later Riemann and some other scientists also raised the problem

of possible properties of space, of possible laws of measuring lengths
that could be discovered by more accurate measurements.Quite generally,

even abstract geometry in some of its parts can be regarded as a theory

of possible properties of space. All this remained, however, in the realm
of hypothesis until in 1915 Einstein in his general theory of relativity

corroborated the ideas of LobacevskiI and Riemann. This theory claims

that the geometry of the real space in fact differs somewhat from Euclidean

geometry, and this was discovered on just that astronomical scale that

LobacevskiI had anticipated.
In what we have just said about space at least three difficulties are

involved. The problem of the relation of abstract geometry to physical

geometry, i.e., to the properties of real space, reduces in the ultimate

analysis to a clarification of these difficulties.

The first difficulty consists in visualizing at all how and in what sense

the properties of real spacecan possibly differ from the statements of
Euclideangeometry. We are so accustomed to it that we cannot easily
Imagine anything else, and explanations are obviously necessaryhere.

The second difficulty lies in the very expression \"properties of the real
space.\"Spaceby itself is conceived of as empty and homogeneous. It

would seem that in the concept of space itself the idea of its homogeneity
is already included.How then can the empty space, i.e., the \"emptiness,\"
have any properties? We speak of \"properties of space\"without thinking

of these problems, but they are worth thinking about, as is apparent

from the difficulty just mentioned.
The third difficulty lies in the concept of the truth of one geometry or

another. The question may appear very simple: That geometry is true

v.hich corresponds to reality. This is so,ofcourse.But on the other hand
we have seen,for example, that the geometry inside a circlecanbe regarded

as a LobacevskiI geometry, because every geometrical fact inside the
circle can be presented as a theorem of LobacevskiI geometry. Con-

sequently it turns out that the same geometrical facts can be presented
both as theorems of Euclid's geometry and as theorems of LobacevskiI's
geometry. Hence both geometries correspond to reality. So which of them

is true and in what sense, and why do we assume all the same that, in

fact, Euclidean geometry is satisfied in the circle and that LobacevskiI
geometry is only illustrated or interpreted in it?

Clearly, in these problems lies a considerable difficulty which has

baffled at times even some eminent mathematicians.

Our explanation must begin with the second of the difficulties mentioned,)))
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because an understanding of what these \"properties of space\"are will

lead us to a solution of the other difficulties.)

2. Space and matter. The subject matter of geometry, namely the

\"properties of space,\"is made up of the properties of real bodies,their

material relationship and forms. In real space a \"place,\"a \"point,\"

a \"direction,\" etc., is determined by material bodies. \"Here\" and \"there,\"

\"hither\" and \"thither\" have a meaning only in connection with one
material object or another. \"Here\" can mean \"on the earth,\" \"in this

room\" or something else of the sort; in a word, \"here\" always denotes

a place determined by material criteria of one kind or another. Similarly,
for example, a straight line does not exist by itself, but only as a taut

thread or the edge of a ruler or a ray of light. A straight line, \"a line

like this,\" is altogether an abstraction which reflects the common proper-
ties of these material lines, just as, say, the \"house in itself\" is an abstrac-
tion reflecting the common properties of houses;the \"house in itself\"

does not exist outside of or independently of the various real
houses.

This objective character of the properties of space is expressedby the

well-known statement of dialectic materialism: Spaceis the form of

existence of matter. The form of an object is determined by the connections

and relations of its parts. The structure of space is the common regularity

of a number of relations of material bodies and events. There are the

spatial relationships, the spatial order of objects, their mutual positions,

distances, etc. But as every form is inseparable from its content, except
in abstractions and in certain contexts, so is space inseparable from

matter. The idea of a space\"in itself,\" of a space without matter is an

abstraction that must not be abused. Real spatial relationships and

forms: \"here,\" \"between,\" \"inside,\" \"straight,\" \"sphere,\" etc., these are
always relations and forms of material bodies. Geometry, however,
considersthem abstractly. This abstraction is necessary, becauseotherwise

it would not be possible to perceive generality in the diverse concrete
relations of objects.But this abstraction must not be made absolute by

substituting abstract concepts for the objective reality itself.

In an absolutely empty space, void of all traces of matter, nothing

would distinguish a place, a direction, consequently there are no places,
no directions, so that the absolutely empty space reduces to nothing.

Even in the abstract idea of an empty space we imply tacitly that various

places and directions are distinguishable in it. In other words, in the

abstract idea of space we retain the properties of distinctness of places,
directions,distanceswhich exist in real space precisely because this space

is inseparably connected with material bodies.

Thus, space is the form of existenceof matter; \"properties of space\)
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are, therefore, properties of matter, properties of certain relations of

material bodies, their mutual positions, dimensions, etc.

Furthermore, if the theorems of geometry are to have a physical
meaning, we must know what we shall understand by \"straight line,\"

\"distance,\" and other geometricalconceptsin them. In \n we have seen
that one and the same geometrical theory admits different interpretations.

Consequently, for comparing geometry with experiment it is necessary
to define as accuratelyas possiblethe physical meaning of geometrical
concepts, because geometry describes the properties of real space only

on condition that the corresponding physical meaning is attributed to

its concepts. Without this physical meaning the theorems of geometry

are of an abstract mathematical, formal character. Hereinlies the solution

to the second difficulty specified earlier. This difficulty arises because,

instead of the real space, which is inseparably connected with matter,
one wants to think of a \"pure\" space, a space \"as such,\" which is, how-

ever, nothing more than an abstraction.

3. Intuition and understanding. Now it is easy to understand how the

other two difficulties are resolved.

First of all. how can one imagine that the real space in its properties

is other than Euclidean? Suppose we wish to verify some statement of

Euclidean geometry, for example, that the sum of the angles of a triangle

is 180
0

or that the length of a circle is equal to 277R. To verify the first
we have to determinewhat physically defined triangles are to be considered
and how their angles are to be defined. Suppose a side of a triangle is a
light ray in empty space. In that case there is nothing inconceivable in

the fact that very accurate experimentsmay show that sums of the angles
of a triangle are different from 180\302\260.In the same way one can imagine
that measurement of a radius and circumference on one and the same

scale leads to results that do not satisfy the relation I = 277R accurately.

In fact, this is so on the surface of the earth, where the length of a circle
is not proportional to the radius but grows slowly and reaches a maximum

when the radius is made equal to half a meridian. But it may be objected
that on the surface of the earth the role of straight lines is played by arcs
of great circlesso that the radius is understood here in another sense and

our result, therefore, does not contradict Euclidean geometry. However,

according to the theory of relativity, near a body of large mass the ratio

of the length of a circle to the \"genuine\" radius is all the same somewhat
different from 277 and, in fact, the following approximate formula holds

for the ratio of the length of the equator of a homogeneoussphere-shaped
body and its radius:

length of circumference
(

kM
)radius

= 277 1 -
3Rc2 ')))
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where M is the mass of the body (in metric tons), R the radius of the

body (in kilometers), C = 300,000 km/sec the velocity of light and k the
constant of gravitation which for this choice of units of measurement is

equal to 66.6 . 10-18 .

So we see that the ratio of the length of a circle to its radius is not

equal to 211',but a little less. Computations show that on the surface

of the sum this ratio differs from 21Tby approximately . \327\241\327\241oo04, and on

the surface of the companion of Sirius, whose average density is 50,000

times that of water, the deviation reaches .00014.

It may be objected, of course,that all this is nevertheless impossible
to imagine, that in an intuitive picture space is always Euclidean. This

objection need not disturb us, first of all, because the task of science
does not consist in giving intuitive pictures of the phenomena but in

arriving at an understanding of them. An intuitive picture is restricted
and conditioned by the customary forms transmitted by our sense organs.
Therefore we are not in a position to have an intuitive picture of ultraviolet

rays, of the propagation of radio waves, of the motion of an electron in

an atom, or of many other phenomena, except by substituting models
in place of them. But this does not mean at all that these phenomena

are incomprehensible for us. On the contrary, the successes of radio
technology,for example, show clearly that we have masteredradio waves

completely and therefore understand them quite well. Second,the solution

of the problem of what we can and what we cannot imagine depends

on habit and training of the imagination. Can we imagine the antipodes,
where from our point of view people walk with their heads hanging
downwards? Nowadayswe are able to imagine th is, but there was a time

when the \"unimaginability\" of the antipodes served as an argument

against the spherical shape of the earth.)

4. Geometry and truth. Now let us turn to the last difficulty, i.e., to

the problem as to which geometry can be regarded as true. When we

posed this problem, we indicated that the geometrical facts inside a
circle can be interpreted as theorems of Euclid's geometry and of

LobacevskiI's geometry. Therefore, both these geometries correspond to

reality; i.e., both are true. And after all, there is nothing astonishing

here. One and the same phenomenoncan always be described by various

methods; one and the same quantity can be measured in various units;

one and the same curve can be given by various equations depending
on the choice of the coordinate system. Similarly a given isolated collection
of geometrical relations (in the example in question, the relations inside
a circle)can be described by various methods. But we raise the problem
not of some isolated collection of geometrical facts but of the spatial)))
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relationships in their entire generality. Space is the universal form of the
existence of matter and, consequently, when the problem of the properties

of space is raised, no domain of facts can be separated artificially.
When the problem is posed in this way, then geometrical quantities

or geometrical facts cannot be considered isolated from other phenomena

with which they are necessarily connected. For example, the length of a

segment is determined by laying off a rigid rule so that the measure of

length is necessarily connected with the motion of rigid bodies, i.e., with

mechanics. Geometry is inseparable from mechanics. However, the

measurement of length inside a circle in the interpretation of LobaeevskiJ

geometry proceedsquite differently, as we have explained in \n; a chord

here becomes infinitely long. It is clear that the so-defined measure does
not correspond to the original idea of measurement which has grown
on the basis of mechanical transportation of the real bodies to be com-
pared.In general, figures that are equal in the sense of Euclidean geometry
are, by the very origin of Euclidean geometry, figures that can be super-
imposed on one another by means of a mechanical motion. In the inter-

pretation of LobacevskiJ geometry equality is defineddifferently, the role

of motions is taken here by other transformations. Therefore, when the

geometrical facts inside a circle are taken in conjunction with their

necessary link with mechanics, then we must admit that it is in fact the
Euclidean geometry which holds inside a circle (with great accuracy).

Euclidean geometry is the one in which the role of motion is played
by the ordinary mechanical motion of rigid bodies. It was precisely for
this reason that Euclidean geometry, and not any other geometry, was

the first to be discovered. But the development of physics has now led

to the conclusion that the laws of Newtonian mechanics and with them

the laws of Euclidean geometryare only approximations to more accurate
and general laws.In this change of the laws of geometry,in the transition

from Euclidean to Riemannian geometrywhich was accomplished in the

theory of relativity, mechanics was not the only branch of physics to play
a role:Ofequal, if not greater, importance were the theories of electromag-

netic phenomena and optics. Geometry as the science of the properties
of space is connected with physics, depends on it, and can be separated
from it only in abstraction and only in certain contexts.

The dependence of geometry on physics, or in other words the depen-
denceof the properties of space on matter, was clearly indicated by

Lobacevskil, who foresaw the possibility of a change of the laws of

geometry on transition to a new domain of physical phenomena. In
contrast to this materialistic point of view, the famous mathematician

Poincare stated rather recently that the choice of one geometry or another

is dictated solely by considerations of simplicity or \"economy of thought\)
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in the phrase of the well-known idealist Mach. On this basis Poincare

predicted further that science would more readily give up the law of

rectilinear propagation of light than the Euclidean geometry, because it

is the \"simplest.\" However, Poincare died three years before the general
theory of relativity was finally set up, in which just the opposite is done:
Euclidean geometry is abandoned, but the law of propagation of light
is preserved, though in a generalized form; light is propagated on a

geodesic line.
So we have reached the following conclusions. One, and the same

isolated collection of facts can, generally speaking, be described in a

variety of ways and all these descriptions are true provided they reflect

reality. However, it is wrong to consider the geometrical facts in their

entire generality severed from other phenomena. Only so can the properties
of spacebe established, because it is the universal form of existenceof

matter. But by taking geometry in conjunction with physics we must

necessarily adapt them to one another, and then we see the essential
difference between the various \"geometries\" which, when dissociated
from physics, can only be distinguished by their greater or lesser sim-
plicity. Euclidean geometry appeared not because it was simpler than the

others, but because it corresponded to mechanics. In fact, in connection

with the development of physics in the theory of relativity we now go

over to a more complicated geometry, namely Riemannian.

To sum up, in reference to the properties of real spacethat geometry

is true which reflects the properties of spatial relationships in their entire

generality with sufficient accuracy and which consequently corresponds
not only to the purely geometrical facts but also to mechanics and to
the whole of physics.)

5. The space-time of relativity. What little we have said above on the

theory of relativity does not touch on its main contents. In the under-
standing of the problem of space, it went substantially further than

Lobacevskil and Riemann had thought of.

The most essential and basic proposition of the theory of relativity is:

Space is completely inseparable from time and that together they form

a single form of existence of matter, the four-dimensional manifold of

space-time. An event in the world is characterized by its place and time
and consequently by four coordinates: three spatial and the fourth

temporal, the time of the event. The events form in this sense a four-
dimensional collection.The theory of relativity is concerned above all
with this four-dimensional collection from the point of view of its struc-

ture, disregarding the properties of the individual phenomena. It is not

fundamentally a theory of fast motions, nor of cosmology, nor a new)))
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theory of space or time, but just a theory of space-time as a single form

of existence of matter.
Of course, in Newtonian mechanics also we can combine space and

time in a single four-dimensional manifold. As we have had occasion to

recall, the idea itself of a many-dimensional space was born in Lagrange's

work, when in considering the motion of a material point he added to

the spatial coordinates x, y, z the time coordinate t. The motion of a
point is then represented as a line in the four-dimensional space with

the coordinates x, y, z, t; under a motion of the point all four coordinates
change: the position (x, y, z) and the time t. However,this unification of

space and time has a purely formal character. No internal necessary
connection between space and time is set up here. Of course,in the law

of motion of each given body there is its dependence on spatial position

and on time. But this concerns only each given motion, no universal

internal connection between space and time was establishedbefore the

theory of relativity, neither in mechanics nor in physics generally. The
spatial relationships, the spatial order of objects and phenomena were

always carefully distinguished from their relationships and order in time.
The temporal sequenceof events, the duration of time intervals were
regarded as absolute, as definite irrespective of what happened. In short,
the concept of absolute time ruled supreme.

Einstein's greatest discovery, which not only laid the corner stone of
the theory of relativity but revolutionized the whole physical and philo-
sophical understanding of the problem of spaceand time, was the discovery
that absolute time does not really exist. Shortly after Einstein developed
his theory in 1905,* Minkowski showed that its essence consists not as

much in the rejection of absolute time as in the institution of a mutual

link of space and time, in virtue of which there exists a singleabsolute

form of existence of matter: space-time.The separation of space(the
spatial coordinates) from time (from the time coordinate 1)is to a certain

degree relative, depending on the material system (the \"system of
reference\") in relation to which the spatial and temporal order of the

phenomena is determined. Events that are simultaneous with reference
to one system need not be so with reference to another system.

The definition of the order of phenomena cannot be, of course,com-
pletely dependent on the system of reference. The order of events that
are connectedby direct interaction, it stands to reason, remains one and

the same with reference to all systems, so that an action always precedes
its result. But for events that are not connected by interaction the order)

* The theory that Einstein developed in 1905 is called the special theory of relativity
in contradiction to Einstein's \"general\" theory of 1915.)))
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of time turns out to be relative. Since the spatial order(in its pure form)
refers to simultaneous events and simultaneity is relative, the separation
of purely spatial relationships from the general aggregateof space-time

relationships turns out to be relative,dependingon the system of reference.

Space in the abstract sense is, as it were, a \"section\" of the four-dimen-
sional manifold of space-time that is laid through simultaneous events

(in reference to a given system).

It cannot be our task to explain the foundations of the theory of
relativity and so we shall try only to characterize in a few words its
basic features in the form in which it is most natural to consider them

in connection with the ideas of abstract geometry. This interpretation,

incidentally, is quite different from that which comes from Einstein

himself.

The world, the universe, can be regarded as a set of diverse events.
By an event we understand here not an arbitrary phenomenon extending

in space and lasting in time but as it were an instantaneous, pointlike
phenomenon such as a momentary flash of a point source of light. To
use geometrical language, events are points in the four-dimensional
manifold of the universe.

Space-time is the form of existenceof matter, the form of this world
manifold. The structure of space-time, its \"geometry,\" is nothing but a

certain general world structure, i.e., in accordance with our analysis, the

\"geometry\" of the set of events. This structure is determined by certain
universal material connections and relations of events.

First, as we have explained previously for the spatial relationships,
we must, in fact, be dealing here with material relationships and connec-
tions. This is alsotrue for the relationships of phenomena in time. Spatial

and temporal relationships \"assuch,\" in a pure form, are only abstractions.

Second, the relationships of events that determine the structure of

space-time must have universal character in accordance with the universal

character of space-time.
Such a universal material relation of events is their cause-effect connec-

tion. Every event acts in one way or another, directly on certain other

events and, in turn, experiences the action of other events. This relation

of the action of someevents on others determines the structure of space-
time.

Thus, the theory of relativity allows us to make the following definition.

Space-time is the set of all events, irrespective of their concrete properties
and relations except for the general relation of action of some events

on others. This relation too must be understood here in the general sense,

irrespective of its various concrete forms.

In the special theory of relativity, space-time is regarded as maximally)))
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homogeneous. This means that the manifold of events admits transforma-

tions that do not disturb the relations of action between events, and the

group of these transformations is in a certain sense as large as possible.
Suppose, for example, that there are two pairs of events A, B and A', B'
and that neither A acts on B nor B on A and similarly for A' and B'.
Then there exists a transformation between the events under which A

corresponds to A' and B to B' and such that for any pairs of events the

relation of action (or inaction) is not infringed; i.e., if X acts on Y, then
the corresponding event X' also acts on Y' and if X does not act on Y,

then X' 'does not act on Y'.
In accordancewith these explanations, it turns out that from the point

of view of the specialtheory of relativity, space-time is a four-dimensional
spaceof its own kind whose geometry is determined by a certain group
of transformations. These

transformat\nons
are nothing other than the

famous Lorentz transformations. The laws of geometry and physics do
not change under these transformations. This outlook correspondsto the

view of geometry put forward by Klein in his Erlanger Programm of
which we have spoken in \n6.)

6. Gravitation and curvature. The general theory of relativity goes
further and abandons the idea of homogeneity of space-time. It assumes
that space-time is homogeneous only to a certain approximation in

sufficiently small domains but is on the whole inhomogeneous. The
inhomogeneity of space-time is determined according to Einstein's
theory by the distribution and motion of matter. In its turn the structure
of space-timedetermines the laws of motion of bodies, and this appears

in the phenomenon of universal gravitation. The general theory of
relativity is, properly speaking, a theory of gravitation that explains the

gravitational link of the structure of space-time with the motion of matter.
The ideaof space-timeas homogeneous only to a certain approximation

in small domains is similar to the idea of Riemannian space which is

Euclidean only \"in the infinitely small.\" The mathematicalspace-timeof
the general theory of relativity is treated as a kind of Riemann space,

though in a substantially altered sense.
In fact, in a four-dimenSional Riemannian space we can introduce

coordinates in the neighborhood of every point such that the square of
the line elements is expressed by the formula ds 2 =

dx\n + dx\n + dx: + dx:.
In space-time we can introduce coordinates x,y, z, t in the neighborhood

of every event such that the line element is represented by the formula

ds 2 = dx2
+ dy2 + dz 2 - c2dt 2

, where c is the velocity of light, which

for a suitable choice of the units of measurement can be taken to be l.
Here x, y, z are the spatial coordinates and t is the time. The minus)))
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sign for dt 2
gives a formal expression to the essential radical difference

of the time coordinate from the spatial ones,of time from space.

In the theory of gravitation the concept of curvature of space-time
plays a very important role. The fundamental equations of the theory
given by Einstein at once connect the quantities that characterize the

curvature of space-time with the quantities that characterize the dis'tribu-

tion and motion of matter. These equations are at the same time the
equations of the gravitational field and thus, as Einstein has proved in

collaboration with V. A. Fok, the laws of motion of bodiesin a gravita-

tional field can be derived from them.

The structure of space-timeaccordingto the general theory of relativity

is complicated, and space cannot be separated from time even to the
extent permitted by the special theory of relativity. However, with a

certain approximation and under certain assumptions this can be done.

Space turns out to be Euclidean with a sufficient accuracy in domains
that are small in comparison with the cosmic scale, but in large domains

the deviation from Euclideangeometry becomes apparent. This deviation

depends on the distribution and motion of masses of matter and reaches

appreciable, though still very small, values near a star of large mass,

or in general when the magnitudes involved are on a cosmicscale.In a
number of hypotheses on the structure of the universe as a whole it is

assumed that on the average the distribution of mass is approximately
uniform. In one of these hypothetical theories proposed by the Soviet
physicist and mathematician Fridman the geometry of space on the
whole coincideswith Lobacevskil geometry.

In the theory of relativity abstract geometry finds an application not
only as a mathematical apparatus; the very ideas of an abstract space

provide the means for a deeperformulation of the foundations of this

theory. Possibilities contemplated in abstract geometry are discovered in

reality, and theoretical thinking celebrates here its most brilliant triumph.

Abstract geometry, which itself has grown from an experimental study
of the spatial relationships and forms of bodies, now faces, as a well-

developed mathematical method, the study of real space. Such is the

general path of science:From what is immediately given by experiment

it rises to theoretical generalizations and abstractions, and then turns

again to the experimentas the instrument for deeper understanding of
the essence of the phenomena; by thus giving explanations of known

phenomena and predictions of new ones, it guides the practical activities
of its investigators and in return finds herein its own justification and the

source of its future development.)))
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\"Adjacency is the distinguishing appurtenance of bodies and permits

us to call them geometric, when we retain in them this property and

abstract from all others, whether they be essential or accidental.\" With

these words I. N. Lobacevskil begins the first chapter of his work \"New

Elements of Geometry\".
*

Explaining by a diagram (figure I), the words just quoted Lobacevskil
continues:\"Two bodies A, B that touch
each other form a single geometric
body C.... Conversely, every body C

can be split by an arbitrary section S
into two parts A, B.\"

These concepts of adjacency, neigh-
borhood, infinite proximity, and also

the concept of a dissectionof a body,

which in a certain sense is dual to them,

these are the concepts that Lobaeevskil

places at the foundation of the whole
structure of geometry and they are also
in essence the fundamental, primordial
concepts of topology in the full extent in which we now understand this

discipline. Therefore contemporary commentators of the great geometer
are right in saying t that \"Lobacevskil makes the first attempt in the

history of the mathematical sciences to start, in the construction of)
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* I. N. Lob\nvskii, \"Collecledworks,\" Vol. It, Gostehizdal, 1949, page 168.

t Comments to \"New Elements of Geometry,\" loc. cit., page 465.
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geometry, from topologicalpropertiesof bodies ... . The concepts of
surface,line, point are defined by Lobacevskil in terms of dissections and

adjacencies of bodies.\"Someidea of the diversity of concrete geometric
content reflected in the concepts of adjacency and dissection of bodies,
as Lobacevskil imagined them, can be obtained from the following

diagrams (figure 2) taken from his work.)

\n
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Every transformation of a geometric figure in which the relations of
adjacency of various parts of the figure are not destroyed is called
continuous; if the adjacencies are not only not destroyed, but also no

new ones arise, then the transformation is called topological. Therefore,
under a topological transformation of an arbitrary figure the parts of
this figure that are in contact remain in contact, and the parts that are

not in contact cannot come into contact; to put it briefly, in a topological

transformation neither breaks nor fusions can arise. In particular, tWQ

distinct points cannot be united into a single point (in that case a new

contact would arise: figure 3). Therefore a topological transformation of)

-)

FIG. 3.)

any geometrical figure, considered as the set of points forming it, is not

only a continuous, but also a one-to-one transformation: Any two distinct

points of the figure are transformed into two distinct points. Thus,
topologicaltransformations are single-valued and continuous both ways.)))
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Intuitively a topological transformation of an arbitrary geometric figure

(a curve, a surface,etc.)can be represented in the following way.
Let us imagine that our figure is made of someflexible and stretchable

material, for example of rubber.Then it can be subjected to all possible
continuous deformations under which it will be extended in some of its)

o)

FIG. 4.)

parts and contracted in others, and altogether will change its size and

shape in every way. For example, when a closed rubber ring is given
in the form of a circle, then we can stretch it into the shape of an extremely

elongated ellipse, we can give it the form of a regular or an irregular

polygon and even of very complicated closed curves, some of which are

illustrated in figure 4. But we cannot, by a topological transformation,
turn a circle into a figure of eight (for this would require the fusion of
two distinct points of the circle; figure 5) or into an interval (for this)

C><J)

FIG. 5.)

would require the fusion of one semicirclewith another or else a break
of the circle at an arbitrary point). The circleis the simplest closed curve,
since it forms only one loop in contrast to the figure of eight, which

forms two loops, or the trefoil curve (figure 5), which forms three loops.
The property of a circle of being a simple closedcurve is a property

preserved under an arbitrary topological transformation or, as one says.
it is a topological property.)))
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If we take a spherical surface, which we can imagine in the form of a
thin rubber sheet, then we can again make exceedinglygreat changes in

its shape by means of a topological transformation (figure 6). But we)

FIG. 6.)

cannot, by a topological transformation, turn our spherical surface into

a square or a ring-shaped surface (the surface of a steering wheel or a
life belt), which is called a torus (figure 7). For the surface of a sphere)

FIG. 7.)

has the following two properties which are both preserved under an

arbitrary topological transformation. First, our surface is closed: There

are no edges on it (but the square has edges); second, every closed curve

on a spherical surface is in LobacevskiI's expression a dissection of it;
if we make a cut along a given closed curve traced out on our rubber

sheet, then the surface splits into two disconnected parts. The torus does

not have this property: If a torus is cut along a meridian (figure 7), then

it is not split into parts but is turned into a surface having the form of)

.-
..I;\nt': '(;':\". \n'.,.' ;..,)

FIG. 8.)))
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a bent tube (figure 8) which we can then easily turn (straighten) into a

cylinder by a topological transformation. Thus, in contrast to the sphere.
not every closed curve on the torus is a dissection.Therefore the spherical

surface cannot be turned into a torus by a topological transformation.
We say that the sphere and the torus are topologicallydistinct surfaces

or surfaces that belong to distinct topological types or, finally, that these

surfaces are not homeomorphic to each other. Conversely, a sphere and

an ellipsoid and quite generally any bounded convex surface belong to
one and the same topological type; i.e., they are homeomorphic. This

means that they can be carried into one another by a topological trans-

formation.)

\n2. Surfaces)

As mentioned earlier, every property of a geometrical figure that is

preserved under an arbitrary topological transformation of it is called
a topological property. Topology studies topological properties of
figures; furthermore, it studies topological transformations and also
arbitrary continuous transformations of geometrical figures.

We have just given some examples of topological properties.Such

properties are: the property of a curve or a surface of being closed, the

property of a closed curve of beingsimple(i.e.,of formi ng only one loop),
the property of a surface that every closed curve lying on it is a dissection
of the surface (the spherical surface has this property, but the ring-shaped
one has not), etc.

The largest number of closed curves that can be drawn on a given

surface in such a way that these curves do not form dissections, i.e.,
that the surface does not split into parts when cuts are made along all
these curves,is called the order of connectivity of the surface. This number

gives us some important information on the topological layout of the

surface. We have seen that for a spherical surface it is equal to zero

(every closed curve on this surface is a dissection).On the torus we can

find two closed curves that taken together do not form sections: One)

FIG. 9.)))



198) XVIII. TOPOLOG Y)

of them can be taken as an arbitrary meridian and the other as a parallel

of the torus (figure 7). However, it is impossible to draw on the torus
three closed curves that taken together do not form a dissectionof it;
the order of connectivity of the torus is 2. The orderof connectivity of

the pretzel surface (figure 9) is 4,etc.Quite generally, let us take a spherical
surface and cut 2p spherical holes in it (in figure 10, the case p = 3 is)

FIG. 10.)

illustrated). We divide these holes into p pairs and attach to each pair
of holes(at the edges) a cylindrical tube (a \"handle\.") We obtain a sphere
with p \"handles\" or as it is called, a normal surface of genus p. The

order of connectivity of this surface is 2p.
All these surfaces, in Lobacevskil's expression, are \"dissections\" of

space: Each of them divides the space into two domains, an interior and

an exterior, and they are the common boundary of these two domains.

This fact is connected with another, namely that everyone of our surfaces

has two sides: an interior and an exterior (one sidecan be painted in

one color, and the other in another).

However, apart from these there also exist the so-called one-sided

surfaces on which there are not two distinct sides. The simplest of these)

B
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FIG. 11.)))
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is the well-known \"Mobius band,\" which is obtained when we take a
rectangular strip of paper ABCD and paste together the two opposite

short sides A B and CD so that the vertex A coincides with C, and B

with D. The surface so obtained is illustrated in figure II; it is called

the Mobius band or strip. It is easy to verify that there are not two sides

on it that could be painted in different colors: When we go along the

middle line of the surface beginning our path at the point E, say, then

we arrive again at the point E by proceeding on the surface, but on the

other side of it, although we have not crossed an edge on our path.
Incidentally, the edge of the Mobius surface consistsof a single closed

line.

The problem now arises: Do there exist closed one-sided surfaces, i.e.,
one-sided surfaces that do not have edges? It turns out that they exist,
but that such surfaces, no matter how we arrange them in three-dimension-

al space, always have self-intersections.A typical example of a closed
one-sidedsurface is illustrated in figure 12; this is the so-called \"one-sided)

FIG. 12.)

torus\" or the Klein bottle. If without worrying about self-intersections

we imagine two copies of a Mobius strip pasted together along their

edges, (the edge of a Mobiusstrip, as was mentioned earlier, consists
of a single contour), then we obtain a Klein bottle.

Now we can formulate the fundamental theorem of the topology of
surfaces as applied to two-sided surfaces: Every closed two-sided surface

is homeomorphic to some normal surface of genus p, i.e., to a \"sphere
with p handles\"; two closed two-sided surfacesare homeomorphic if and

only if they are of one and the same genus p (the sameorderof connectivity

2p), Le.,.when they are homeomorphic to a spherewith one and the same
number of handlesp.

For one-sided surfaces there also exist \"normal forms,\" similar to the

normal forms of two-dimensional surfaces of genus p, but they are)))
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complicated to describe. For this purpose we have to take a sphere,
cut p circular holes in it, and attach to each of them a Mobius surface

by pasting the edge of this surface to the edge of the correspondinghole.
The complication that arises in an attempt to imagine such a pasting
comes from the fact that there is no physical realization of it: Self-

intersections of the surface arise at once in such a pasting, and they are

unavoidable in every realization of a one-sidedclosed surface in the form
of a spatial model.

One must not think that closed one-sided surfaces belong to the domain

of mathematical curiosities, unconnected with serious problems of

science. To see how wrong such an opinion is we need only recall that

one of the fundamental achievementsof geometric thinking was the

creation of the so-called projective geometry, the elements of which

occur nowadays in geometry courses of universities and teacher training

colleges. Practical sources of projective geometry lie in the theory of

perspective which dates back to the Renaissance (Leonardo da Vinci)
in connection with the needs of architecture, pictorial art, and technical

projection. The 16th and 17th centuries saw the discovery of the first

theorems of projective geometry. Thus, arising in connection with quite
a definite practical requirement, projective geometry became in its full

development one of the most significant generalizations of geometry,
as far as theoretical ideasare concerned.In particular, it was in the
framework of projective geometry that LobacevskiI's non-Euclidean

geometry was for the first time completely understood. *

The transition from the ordinary plane, as it is studied in elementary
geometry, to the projective plane consists in a completion of the plane

by new abstract elements, the so-calledimproper or \"infinitely distant\"

points. Only after such a completion does the operation of projecting
one plane onto another (for example, the projection onto a screen by

means of a projection lantern) becomea one-to-one transformation of the

one plane onto the other. The completion of the plane by improper

points, which in coordinate geometry corresponds to a transition from

the ordinary Cartesian coordinates to homogeneouscoordinates,proceeds

in the following way. Every straight line is completed by a single improper
point (\"at infinity\,") and two straight lines have the same improper point

if and only if they are parallel. A straight line completed by a single
point at infinity becomes a closed line and the set of all points at infinity
of all possible straight lines forms by definition an improper line or a line

at infinity.)

* See, for example, Chapter XVII, \n6, or the book by P. S. Aleksandrov \"What is

non-Euclidean geometry,\" Moscow, 1951.)))



Since parallellines have a common point at infinity, in the representation
of the whole process of completion of the plane by improper points it is

sufficient to consider the lines passing
through an arbitrary point of the plane,
for example through the origin of coor-
dinates 0 (figure 13). The improper points
of these lines already exhaust all the

improper points of the whole projective

plane (since every line has the same

improper point as the line through 0

parallel to it). Therefore we obtain a

\"model\" of the projective plane by

regarding it as a circle of \"infinitely

large\" radius with center at 0 and as-
suming that every pair of diametrically
oppositepoints A, A' of the circumference
of this circle are united into the single
\"infinitely distant\" point of the line AA'.
The circumference of our circle then becomes the line at infinity, but we

must strictly keep in mind that any two diametrically opposite points of
this circumference must be thought of as identified with one another.

Hence it is at once clear that the projective plane is a closed surface,

that there are no edges on it.
If we take a curve of the second order in a projective plane, which

we can illustrate in the form of a hyperbola (see figure 13), then it is
obvious that this hyperbola in the projective plane is a closedcurve (only

cut into two branches by the line at infinity). Bearing in mind that

diametrically opposite points of the circumference of our fundamental
circle are identified with one another, we can see without difficulty that

the interior of our hyperbola which is shaded in figure 13is homeomorphic
to the interior of an ordinary circle, and the complement, the un shaded

part of the projective plane, is homeomorphic to a Mobius band. Thus,
from the point of view of topology the projective plane is the result of

pasting together a circle (in our case the interior of a hyperbola) with a

Mobius band along their edge. Hence it follows that the projective plane,

i.e., the basic object of study of plane projective geometry, is a closed
one-sided surface.

The example of the projective plane, apart from its great intrinsic

geometrical value, is also interesting because it throws into relief one
peculiarity of contemporary geometric thinking as it is moulded on the
basis of LobacevskiI'sdiscovery. Geometric thinking has always been
abstract, by the very character of the concept of a geometrical figure.)

\n2. SURFACES) 201)

A')

A)

FIG. 13.)))
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Now it rises to a new degree of abstraction, which in our case becomes
apparent in the completion of the ordinary plane by new abstract ele-

ments, namely the improperpoints.Of course, even these abstract elements
form a real entity (every \"improper point\" is nothing but an abstraction
of a pencil of parallel lines), but they are introduced into our discussion

as distinct geometric elements which we can only indirectly imagine as
the result of the \"fusion\" (which does not exist physically) of diametrically

opposite points of the circumferenceof somecircle.Similar abstract

constructions are of very great value in the whole of contemporary
topology, especiallyon transition from planes to manifolds of three or

more dimensions.)

\n3. Manifolds)

Let us consider the following simple apparatus, sometimes called a

compound plane pendulum (figure 14). It consists of two rods OA and

A B, hinged together at A ; the point 0 remains

immovable, the rod 0 A turns freely in a fixed

plane around 0, and the rod AB turns freely
in the same plane around A. Every possible
position of our system is completely deter-

mined by the magnitude of the angles cp and)

FIG. 14.)

,\n,\n!t'J \n .')

rp)

\

FIG. 15.)

if that the rods OA and AB form with an arbitrary fixed direction
in the plane, for example with the positive direction of the abscissa
axis. We can regard these two angles, which change from 0 to 21T,

as \"geographical coordinates\" of a point on a torus, counting from

the \"equator\" of the torus and one of its \"meridians,\" respectively,

(figure 15).)))
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Thus, we can say that the manifold of all possible states of our
mechanical system is a

manifold of two di-
mensions, namely a

torus. When we re-
place each of the two

angles cp, .p by a cor-

responding point on
the circumference of a

circle on which an FIG. 16.

initial point and a di-
rection are given (figure 16), then we can also say that every possible

state of our me<::hanicalsystem is completelycharacterized by giving one

point on each of two circles (one of these is taken as the latitude cp and

the other as the longitude .p). In other words,just as in analytic geometry
we identify a point of the plane with a pair of numbers, namely its coor-
dinates, so in our case we can identify a point of the torus (and hence
an arbitrary position of our pendulum) with the pair of its geographic
coordinates, i.e., with a pair of points one of which lies on one circle
and the other on another. The essenceof the situation is expressed by

saying that the manifold of all possible states of our compound plane
pendulum, i.e., the torus, is the topological product of two circles.

Now we modify our apparatus in the following way. Suppose that, as

before, it consists of two rods OA and AB and that OA can turn freely

in a definite plane around the point 0 but that AB is now hinged to

OA by a spherical hinge at 0, so that for a given position of this point
it can freely turn around it in space, keeping parallel to an arbitrary

original ray through A. Now the position of our system is given by three

parameters of which the first is the previous angle cp formed by the rod
OA with the positive direction of the abscissa axis, and the other two

determine the direction of the rod AB in space. The latter direction can

be determined, for example, by giving the point B' on the unit sphere

with the centre at the origin of coordinates 0 at which the radius OB'

parallel to AB intersects the sphere, or by giving on the sphere the two

geographical coordinates of B'. Thus, the manifold of all positions of
our new hinged system is a certain three-dimensionalmanifold, and the

reader will easily realize that it can be treated as the topological product

of a circle and a sphere.This manifold is closed, i.e., it ha!> no edges,
therefore it cannot be realized in the form of a figure lying in three-

dimensional space. If nevertheless we wish to get a somewhat intuitive

idea of it, we can consider the part of space lying between two concentric

spheres. Each ray emanating from the common center of these spheres)))
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pierces them in two points. If we regard each pair of such points as

identified (fused into a single point), then we obtain a three-dimensional
manifold which is the topological product of a spherewith a circle.

We can make our hinged apparatus even more complicated if we not
only connect the rods OA and AD by a spherical hinge at A, but also

assume that the rod OA can turn freely in space around the point O.

The set of possible positions of the system so obtained is then a four-

dimensional closed manifold, namely the product of two spheres.
Thus we have seen that even the simplest mechanical (kinematical)

considerations lead us to topological manifolds of three and more

dimensions. Of even greater value in the practical, more detailed discussion
of mechanical problems are certain manifolds (in general, many-dimen-

sional), the so-called phase spaces of dynamical systems. Here we take
into account not only the configurations that the given mechanical

system can have, but also the velocities with which its various constituent

points move. Let us confine ourselves to one of the simplest examples.

Suppose we have a point that can move freely on a circlewith an arbitrary

velocity. Every state of this system is determined by two data: the position
of the point on the circle and the velocity at the given instant. The manifold

of states (the phase space)of this mechanical system is, of course, an
infinite cylinder (a product of a circle with a straight line).

The number of dimensionsof the phase space increases as we increase
the number of degreesof freedom of the given system. Many of the
dynamical characteristics of a mechanical system can be expressed in

terms of the topological properties of its phasespace.For example, to

every periodic motion of the given system there corresponds a closed
curve in its phase space.

The study of the phase spaces of dynamical systems occurring in

various problems of mechanics, physics, and astronomy (celestial me-

chanics, cosmogony) drew the attention of mathematicians to the topology
of many-dimensional manifolds. It was precisely in connection with these

problems that the famous French mathematician Poincare in the 1890's

inaugurated the systematic constructionof the topology of manifolds, by

applying the so-called combinatorialmethod, which up to the present day
is one of the fundamental methods of topology.)

\n4. The Combinatorial Method

Historically the first theorem in topology is the theorem or formula

of Euler (which was apparently known even to Descartes). It consists
in the following. Let us take the surfaceof an arbitrary convex polyhedron.
We denote by (xo the number of its vertices, by (Xl the number of its edges,)))
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and by ex2 the number of its faces; then the following relation is known

as Euler'sformula)

exo
- ex l + ex2

= 2.) (I))

This geometrical theorem belongs to topology, becauseour formula

obviously remains true when we subject the convexpolyhedron in question

to an arbitrary topological transformation. Under such a transformation
the edges will, in general, cease to be rectilinear, the faces cease to be

plane, the surface of the polyhedron goes over into a curved surface,

but the relation (I) between the number of vertices and the numbers of
edgesand faces, now curved, remains valid. The most important case is

when all the faces are triangles and then we have a so-calledtriangulation

(a division of our surface into triangles, rectilinear or curvilinear). It is

easy to reduce the general case of arbitrary polygonal faces to this case:

It is sufficient to divide these faces into triangles (for example by drawing

diagonals from an arbitrary vertex of the given face). Thus, wecan restrict

our attention to the case of a triangulation. The combinatorial method

in the topology of surfaces consists in replacing the study of such a surface

by the study of one of its triangulations, and of course we are only

interested in properties of the triangulation that are independent of the
accidental choiceof one triangulation or another and so, being common
to all triangulations of the given surface, express some property of the
surfaceitself.

Euler's formula leads us to one of such properties, and we shall now
consider it in more detail. The left-hand side of Euler'sformula, i.e., the

expression exo
-

exl + ex2' where exo is the number of vertices, exl the

number of edges, and ex2 the number of triangles of the given triangulation,

is called the Euler characteristic of this triangulation. Euler's theorem

states that for all triangulations of a surface homeomorphic to a sphere
the Euler characteristic is equal to two. Now it turns out that for every
surface (and not only for a surface homeomorphic to a sphere) all

triangulations of the surface have one and the same Euler characteristic.
It is easy to figure out the value of the Euler characteristic for various

surfaces. First of all, for the cylindrical surface it is equal to zero. For
when we remove from an arbitrary triangulation of the sphere two

nonadjacent triangles but preserve the boundaries of these triangles, then

we obviously obtain a triangulation of a surface homeomorphic to the
curved surface of a cylinder. Here the number of vertices and of edges
remains as before, but the number of triangles is decreased by two,
therefore the Euler characteristicof the triangulation so obtained is zero.
Now let us take the surface obtained from a triangulation of a sphere
after removal of 2p triangles of this triangulation that are pairwise not)))
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adjacent (i.e., do not have any common vertices nor common sides).*
Here the Euler characteristic is decreased by 2p units. It is easy to see
that the Euler characteristic does not change when cylindrical tubes are

attached to each pair of holes made in the surface of the sphere. This
comesfrom the fact that the characteristic of the tube to be pasted in

is, as we have seen, zero and on the rim of the tube the number of vertices

is equal to the number of edges.Thus, a closed two-sided surface of
genusp has the Euler characteristic 2 -

2p (a fact that was first proved

by the French admiral de Jonquieres).
We now give an important property of triangulations which satisfies

the so-called condition of topological invariance (i.e., every triangulation
of the given surface has the property if at least one of them does). This

is the property of orientability. Before we formulate it, let us observe
that every triangle can be oriented, i.e., that a definite direction of tra-
versing its boundary can be furnished. Each of the two possible orientations
of a triangle is given by a definite order of the sequence of its vertices. t

Now let us suppose that on an arbitrary surface we are given two triangles

which have a common side and no other common points (figure 17).
Two orientations of these triangles are called compatible if they generate

opposite directions on the common sideof the triangle. (In the plane or
on any other two-sided surface this means that the two triangles, when

they are regarded as lying on one side of the surface, are traversed in the
same direction, i.e., either both counterclockwise or both clockwise.) A

triangulation of a given closed surfaceiscalledorientable if the orientations

of all the triangles occurring in it can be so chosen that any two triangles,

adjoining in a common side, turn out to be compatibly oriented. Then

the following fact holds: Every triangulation of a two-sided surface is
orientable, every triangulation of a one-sided surface is nonorientable.

Therefore two-sided surfaces are also called orientable, and one-sided

nonorientable. Choosing an arbitrary triangulation of a Mobius band the
reader can easily convince himself of its nonorientability. In order to
obtain the simplest triangulation of the projective plane, we have only

to draw in it any three straight lines that do not pass through one and
the same point (figure 18). They divide the projective plane into four

triangles one of which lies in the finite part of the plane, while each of the)

* In order to do this we have only to make the triangulalion in question sufficiently
\"fine.\" This can always be achieved by a suitable subdivision of an arbitrary triangula-
tion.

t Moreover, it is easy to see that two orders of the vertices determine one and the
same orientation (one and the same direction of circuit) if and only if they go over
into one another by an \"even\" permutation. Thus (ABC), (BCA), (CAB)determine

one orientation of Ihe triangle, and (BAC), (ACB),(CBA) the other. (About even and
odd permutations see, e.g., Chapler XX, 93.))))
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other three is cut by the line at infinity into two parts. In figure 18 one
of these triangles, extending to infinity, is shaded. From the same figure

it is clear that when we attempt to give all four triangles compatible
orien.tations we are inevitably doomed to failure. In particular, in the)

B)

A)

FIG. 17.) FIG. 18.)

choice of orientations of our four triangles as it is made in figure 18,
we obtain for the algebraic sum of its boundaries not zero, as it should

be for compatible orientations, but the line A B taken twice.
Euler'scharacteristic and the property of orientability or nonorientabili-

ty of closed surfaces gives us, so to speak,a complete system of topological
invariants of closed surfaces.The meaning of this statement is that two

surfaces are homeomorphic if and only if, first, their triangulations have
one and the same Euler characteristic and second, both are orientable or
not orientable.

The combinatorial method is applicable not only to the study of
surfaces(two-dimensionalmanifolds) but also to manifolds of an arbitrary

number of dimensions. But in the case of three-dimensional manifolds,
for example, the role of the ordinary triangulations is now taken by

decompositions into tetrahedra. They are called three-dimensional

triangulations or simplicial divisions of the manifold. The Euler charac-

teristic of a three-dimensional triangulation is defined as the number
<Io

-
(Xl + (X2

-
(Xa , where (Xi, i = 0, I, 2, 3, is the number of i-dimen-

sional elements of this triangulation (i.e., (xo the number of vertices,
OCI the number of edges, (X2 the number of two-dimensional boundaries,
OCa the number of tetrahedra). For a number of dimensions n > 3 the
manifolds are divided into n-dimensional simplexes, i.e., the simplest

convex n-dimensional polyhedra analogous to triangles (n
= 2) and

tetrahedra (n
= 3). The simplexes into which an n-dimensional manifold

is divided and their boundaries form an n-dimensional triangulation of)))
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this manifold. As before we can speakof an Euler characteristic, inter-

preting it as the sum \ni-O ( -l)i (Xi , where (Xi is the number of i-dimensional
elementsoccurring in this triangulation (i = 0, 1,2, ...,n),and as before

the Euler characteristic has one and the same value for all triangulations

of a given n-dimensional manifold (and for all manifolds homeomorphic
to it); i.e., it is a topological invariant. But in the present state of our
knowledge,we cannot dream of a complete system of invariants even

for three-dimensional manifolds (in the sense in which it is given for
surfaces by the Euler characteristic and orientability).

The value of the combinatorial method in contemporary topology is

very great. It opens the door to an application of certainalgebraicdevices

in the solution of topological problems. The attentive reader will have
noticed the possibility of such an algebraic approach when we talked
above of the algebraic sum of the boundaries of the orientated triangle
in a triangulation of the projective plane. For if a triangle is oriented,

i.e., if a direction of traversing it is defined, then it is natural to take on
its boundary the collection of its sides each with a definite direction,

namely the one that continues the existing circuit of the triangles.
Now let us consider all the triangles T: , i = I,2,..., (X2 , that occur

in a given triangulation of a surface. To each of them we can give two

orientations; let us denote the triangle T\n with one of the two possible
orientations by ti, and the same triangle with the other (opposite)
orientation by

-
t\n . In exactly the same way we can orient each of the

one-dimensionalelements (edges) Tt (k = 1,2,''', (Xl) that occur in the

given triangulation, i.e., provide it with one of the two possible directions.

We denote the segment Tt with one of these orientations by tt , and with

the other by
- tt. Now if the sides of the triangle Ti are T:, T\n, TJ,

then the boundary of the oriented triangle ti is the set of the same sides,
but taken with a definite direction, i.e., the boundary consists of the
directed segments Elt:, E2t\n , EatJ ; here Ei

= I if this direction for the

edge Tf coincideswith its appropriate direction tf , and Ei
= -I in the

opposite case. The boundary of ti is denoted by LJt: . As we have seen,
LJt; = \n Ektt and this sum can be imagined as extending over all edges
of our triangulation when we consider the coefficients Ek for segments

not in the boundary of ti as being equal to zero.

It now becomes natural to consider more general sums of the form

Xl = \n akt\n extended over all edges of the given triangulation.
* The

geometric meaning of such sums is very simple: Every summand of the
sum is a certain segment that occurs in our triangulation, taken with a)

* The coefficients ak are assumed to be integers.)))
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definite direction and a definite coefficient (a definite \"multiplicity\.
The wholealgebraic sum

so described expresses a

path composed of seg-
ments in which every seg-

\302\243
ment is assumed to occur
as often as its coefficient

indicates. For example,
if we begin by run-

ning around the polygon
ABCDEF (figure 19) in

the direction of the arrow,
then go along AA' to the

polygon A' B'C' D'E'F' and traverse it in the indicated direction, and then

return along A'A and go around ABCDEF again in the same direction
as before, we obtain a sum in which the segments AB, BC, CD, DE,EF,FA,

occur with the coefficient 2,the segmentsA' B', B' C', C' D', D'E', E'F',F'A',

with the coefficient I, and the segment A A' does not occur at all (it has
the coefficientzero becauseit is traversed twice in opposite directions).

Sums of the form Xl = \n aktl are called one-dimensional chains of the
given triangulation. From the algebraic point of view they represent linear

forms (homogencous polynomialsof the first degree); they can be added
and subtracted and also multiplied by an arbitrary integer according to the
usual rules of algebra. Of particular importanceamong the one-dimensional

chains are th\n so-called one-dimensional cycles. Geometrically they corre-

spond to closed paths (and in figure 19 we have just dealt with such a path).
For a purely algebraic definition of a cycle, let us make the convention

that of the two vertices of a segment A B the end point B occurs in the
-+

boundary of A B with the plus sign (with the coefficient + I) and the

initial point A with the minus sign (with the coefficient -I). Then the
-+ -+

boundary of the segment A B can be written in the form L/(A B) = B - A.

When we accept this convention, we observe immediately that the sum
..........-)0........... ..........

of the boundaries of the segments AB, BC, CD, \"', FA, which form a

closed path (in the usual sense of the word), is zero. This leads us naturally

to the general definition of a one-dimensional cycle as a one-dimensional
chain Zl = \nk akt\n for which the sum of the boundaries of the terms;
i.e., the sum \nk akL/t\n is zero. It is easy to verify that the sum of two

cycles is !i cycle. When we multiply a cycle as an algebraic expression
by an arbitrary integer, we obtain again a cycle.This enables us to speak
of linear combinations of cycles z\n , z\n ,

...
, z\n , i.e., of cycles of the form

z = \n:-l c.z\n , where c. are integers.)

s')

C')

\302\243')

FIG. 19.)))
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In analogy to the concept of a one-dimensional chain of a given

triangulation, we can also speak of two-dimensional chains of this

triangulation, i.e., of expressionsof the form x 2 = \n; ait\n , where the t\n

are oriented triangles of the given triangulation. Since the boundary of
each oriented triangle is a one-dimensional cycle, the chain \ni a;.dt\n is

also a cycle. This cycle is taken to be the boundary ..dx2 of the chain

x 2 = \ni ait \n .

The concept of a boundary of a chain now enables us to formulate the
concept of homology: A one-dimensional cycle Zl of a given triangulation
is called homologous to zero in this triangulation if it is the boundary
of some two-dimensional chain of this triangulation. I n every triangulation

of a closed convex surface and more generally of any surface homeo-

morphic to a sphere,everyone-dimensionalcycleis homologousto zero;

geometrically this is perfectly clear: Every closed polygon on a convex
surface is the boundary of some piece of the surface. But this is not so
on the torus: A meridian of the torus as well as its equator are not bound-
aries of any piece of the surface. If we take an arbitrary triangulation of

the torus, then we can find in it cycles similar to the meridian or the

equator of the torus and these cyclesare not homologous to zero.

We observe an entirely new phenomenon in the triangulation of the

projective plane we have constructed. If we regard a straight line, for

example AD (see figure 18), as a cycle of this triangulation, then this

cycle is not homologous to zero in it. However, the same line taken with

the coefficient 2 does turn out to be homologous to zero. Thus, the

introduction of coefficients other than + I in the definition of chains,
which appears in the first instance formal and unnecessary,enablesus to

discern important geometric properties of surfaces and more generally
of manifolds. In the given case this is the so-called property of torsion

which consists in the existence of cycles that in the given manifold are
not homologous to zero (do not bound any piece of the surface) but

become homologous to zero when they are provided with certain integer
coefficients.

In connection with what we have said, let us finally introduce the

extremely important concept of homological independence of cycles. The

cycles Zl'\"'' Zs are called homologically independent in the given

triangulation if no linear combination \n CiZi of them in which at least
one coefficient c; is different from zero is homologous to zero in this

triangulation. As examples of homologicallyindependent cycles on the

torus, we can take an arbitrary meridian and equator considered as cycles
of some'triangulation of the torus.

The fundamental conceptsof the whole of combinatorial topology (the
concepts of boundary, cycle, homology) were defined by us for one-)))
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dimensionalformations, but they can be extended verbatim to an arbitrary
number of dimensions.For example,a two-dimensional chain Z2 = :Eait:
is calleda cycle if its boundary Llz2 = :EaiLlt: is equal to zero. A three-

dimensional chain is an expression of the form x3 = :Ea\"t: , where the
t: are oriented three-dimensional simplexes (tetrahedra).

As in the case of the triangle, the orientation of the three-dimensional

simplex (tetrahedron) is given by a definite order of its vertices, where
two orders of the vertices that can be carrie\n into one another by an

even permutation determine one and the same orientation. The boundary

of a three-dimensional oriented simplex t 3 = (ABCD) is the two-dimen-
sionalchain (cycle) Llt 3 = (BCD) -

(ACD) + (ABD)
- (ABC)(figure 20).

The boundary of a three-dimensionalchain

is defined as the sum of the boundaries of

its simplexes taken with the same coeffi-

cient with which these simplexes occur in 8

the given chain. The reader can easily

verify that the boundary of an arbitrary

three-dimensional chain is a two-dimen- C
sional cycle (it is sufficient to prove this

for the boundary of a single three-dimen-

sional simplex). We say that a two-dimen-

sional cycle is homologous to zero in a
\n

given manifold if it is the boundary of
some three-dimensional chain of this FIG. 20.
manifold. And so on. Observe that from
the definition of orientable and nonorientable triangulations* given

previously it follows easily that in every orient able triangulation there

occur cycles (two-dimensional in the case of surfaces) different from zero,

and in nonorientable triangulations there are no such cycles; this result

can also be generalized immediately to an arbitrary number of dimensions.
The concepts introduced enable us to define the order of the one-

dimensional, two-dimensional,etc.,connectivity of given manifolds of an

arbitrary number of dimensions. The maximal number of homologically

independent one-dimensional, two\ndimensional, etc., cycles occurring in

an arbitrary triangulation of a given manifold does not depend on the

choice of the triangulation of this manifold and is called its order of
connectivity, or its Betti number (of the correspondingdimension).

The one-dimensional Betti number of a closed orientable surface of

genus p is equal to 2p (i.e., to the order of connectivity of the surface,)

* This definition, given earlier for triangulations of surfaces, can be extended to the
case of triangulations of manifolds of an arbitrary number of dimensions.)))
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as defined in \n2). The one-dimensional Betti number of the projective
plane is equal to zero. (Here every cycle not extendingto infinity bounds

part of the plane, i.e., is homologous to zero, but a cycle extending to

infinity, for example a projective line, turns out to be homologous to zero
if it is taken twice.) The two-dimensional Betti number of every non-
orientable surface is equal to zero (there is not a single two-dimensional

cycle different from zero on such a surface).
The two-dimensional Betti number of every orientable surfaceis equal

to one. For if we orient all the triangles of an arbitrary triangulation of

an orientable surface in a suitable manner, then we obtain a cycle (the

so-called fundamental cycle of the surface). It is not difficult to observe
that every two-dimensional cycle is obtained from a fundamental cycle

by multiplying it by an arbitrary integer. These results can be generalized

immediately to n-dimensional manifolds. We remark that the zero-

dimensional Betti number of a connectedmanifold (i.e., one that does not

split into parts) is taken to beone.
The Betti numbers of the various dimensionsare connected with the

Euler characteristic of the manifold by a remarkable formula that was

proved by Poincare and generalizes Euler's theorem. This formula, which

is known as the Euler-Poincare formula, has the following simple form:)

n n

k(-IY(Xr
=

k(-IYPr'
r=O r=O)

Here we have on the left-hand side the Euler characteristicof an arbitrary

triangulation of the given manifold, and the numbers Pr on the right

are the Betti numbers of the various dimensions r of this manifold.

In particular, for orientable surfaces we have, as we have just seen,
Po =

P2
= I, PI = 2p, where P is the genus of the surface. This gives us

Euler's theorem for orientable surfaces)

(Xo
-

(Xl + (X2
= 2 -

2p.)

\n5. Vector Fields

Let us consider the simplest differential equation)

dy

dx
= F(x, y),) (2))

in a given plane domain G. Its geometrical meaning is that at every
point (x, y) of G a direction is defined whose slope is equal to F(x, y),
where F(x, y) is a certain continuous function of the point (x, y). We say)))
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that in G a continuous field of directions is given; we can easily turn

it into a continuous vector field by taking, for example, a vector of unit

length in each of the given directions. The task of integrating the dif-

ferential equation (2) consists in splitting, if this is possible, the given

plane domain into pairwise non intersecting curves (the \"integral curves\"
of the equati9n) such that at each point of the domain the direction given
in it is the direction of the tangent to the unique integral curve passing
through this point.

Let us consider, for example, the equation)

dy = [
dx x

At every point M(x, y) of the plane the direction corresponding to it is-
obviously that of the ray OM (where 0 is the origin of coordinates).
The integral curves are the straight lines passing through O. Through

every point of the plane other than 0 there passes a unique integral curve.
As regards the origin of coordinates, this is a singular point of the given

differential equation (a so-called \"rode\") through which all the integral
curves pass.

If we take the differential equation)

dy = _ \n

dx y

then we see that it associates with every point M(x, y) other than 0 the
-\n

direction that is perpendicular to OM. In this case the integral curves
are circleswith their center at 0 which is again a singular point of our
differential equation, but a singular point of an altogether different type.

It is not a \"node\", but a so-called \"center.\" There are also other types

of singular points (see Chapter V, \n6), some of which are illustrated in

figures 21 and 22. The differential equation dy/dx = y/x has no closed
integral curves. In contrast, the differential equation dy/dx = - x/y has
only closed integral curves. There are also possibleintegral curves that

wind in the form of a spiral around a singular point, which in this case

is called a focus.
Of extreme importance in various applications is the case of a so-called

limit cycle, namely a closed integral curve, around which other integral
curves wind spirally. Many other cases of the mutual arrangement of

the integral curves are possible,and also their position with respect to
the singular points. All problems concerning the forms and positions of
the integral curves of a differential equation, and also the number,
character, and mutual arrangement of its singular points, belong to the)))
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qualitative theory of differential equations. As the name implies, the

qualitative theory of differential equations leavesasidethe direct integra-

tion of the differential equation \"in finite form,\" as well as methods of

approximation or of numerical integration. The basic object of the

qualitative theory is in essence the topology of the field of directionsand

the system of integral curves of the given differential equation.)

FIG. 21.)

-
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FIG. 22.)

The qualitative approach to differential equations, including such

problems as the existence of closed integral curves, in particular all

problems connected with the existence, number, and occurrence of
limit cycles, was dictated in the first instance by problems of mechanics,
physics,and technology. These problems arose first in connection with

the investigations of Poincare in celestial mechanics and cosmogony
which, as we have mentioned above, werealso the cause for the topological
researches of the French geometer. The circle of topological problems

in the theory of differential equations has occupied one of the central
places in the outstanding investigations by Soviet scholars in the theory

of oscillations and radiotechnology; we think here of the school of
L. I. Mandel'stam, or of the school of A. A. Andronov that has developed
from it, which constitutes one of the most important centers of research

in the qualitative and essential{y topological theory of differential equa-
tions. Another center of research in the qualitative theory of differential

equations by essentially topological methods is the school of V. V.

Stepanov and V. V. Nemyckil at the University of Moscow. In papers
of mathematicians in Leningrad, Sverdlovsk and Kazan on problemsof)))
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the qualitative theory of differential equations topological method also
playa prominent role.

The theory of differential equations leads to the study of vector fields

not only in the plane but also in many-dimensional manifolds; even the

simplest systems of several differential equations are interpreted geo-
metrically as fields of directions in many-dimensional Euclidean spaces.
The introduction of so-called first integrals of an equation means a
selection among the set of all integral curves of those that lie in a certain

manifold defined by the given first integral. Every dynamical system
(in the classical meaning of this word) gives rise, generally speaking, to

the many-dimensional manifold of its possiblestates (see \n3) and to a

system of differential equations whose integral curves, filling the given
phase space, represent possiblemotions of the given system. Each
individual one of these motions is determined by some set of initial

conditions. Therefore, a fundamental object of study in this case is the
field of directions and the system of trajectories on the given manifold.
Numerous applications, especially in recent years, have made it under-

standable that the qualitative theory of differential equations should be

developed in its widest aspects, with a consequent development of
topology also as the basis of this theory. Precisely these mechanical,

physical, and even astronomical topics have caused the rapid growth of

contemporary topology which forms such a significant part of the general
development of mathematics in the present half century. The reader who

wishes to acquaint himself with the topological problems in the theory
of differential equations and its concrete physical and technological
aspectscan consult the well-known book by A. A. Andronov and S. E.
HaIkin \"Theory of oscillations,\" an English-language edition of which

was published by the Princeton University Press, Princeton, N.J., 1949.
As an example of a concrete problem in the theory of vector fields on

many-dimensional manifolds let us consider the problem of the algebraic

number of singular points of such a vector field.

Suppose that a smooth manifold is given. For simplicity we shall imagine
a smooth closedsurface. Let us assume that at every point of this manifold

a tangent vector to it is given that depends continuously on the point
both in length and in direction. The singular points of such a vector

field are those points of the manifold at which the vector associated with

them is the null vector, i.e., where there is no definite direction. We shall
assume that each of these points is isolated. In the case of a closedmani-

fold, this means that there is only a finite number of singular points.
(Otherwisepart of these points would be condensed near a certain limit

point, which by the continuity of the field would also be a singular point

but not isolated.))))
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We can define the index of an isolated singular point, a concept that in

a certain sense is similar to the concept of multiplicity of a root of an

algebraic equation. In order to define the index we surround the given
singular point by an arbitrary closed curve C that \"isolates it\" (in the plane
simply a circle), i.e., a curve that does not pass through any singular point

and contains in its interior only the one singular point in question. At all

points of C the direction of the field is uniquely determined. For simplicity
we shall assume that a neighborhood of our singular point including C is
flat (in the general case we can transform the neighborhood that interests
us together with the field given on it into a plane). When we go around the

curve in the positive direction, the angle that the direction of the field

forms with an arbitrary fixed direction returns to its initial value increased

as a result of our going around the closed curve by a certain summand

of the form 2k7r, where k is a certain well-definedinteger. This number is

called the index of the singular point or the winding number of the field

along C. Note that it does not depend on the specialchoiceof the closed

curve that isolates the given singular point. In figures 21 and 22, we have
illustrated singular points with the indices -2 and + 3, respectively. In a

similar but more complicatedmanner, we can also define the index for a
singular point of a field of vectors(directions)defined on an n-dimensional

manifold for n > 2. Now the following remarkable theorem was proved

in 1926 by the German mathematician Hopf: If on a given manifold a
continuous vector field is defined having only a finite number of singular

points, then the sum of the indices or, asonesays, the algebraic number of
these singular points, doesnot depend on the field and is always equal to
the Euler characteristicof the manifold.

From Hopf's theorem it follows that vector fields without singularities

are possible only on manifoldswhose Euler characteristic is equal to zero;
it turns out that on such manifoldsa vector field without singularities can

always be constructed. Thus, among all the closed surfaces only on the

torus and the so-called one-sidedtorus (the Klein bottle) can vector fields
without singularities be constructed.

Closely connected with the theory of vector fields is the theory of
continuous mappings of manifolds into themselves and particularly the

results concerning the existence of fixed points for such mappings. A point

x is called a fixed point of a given mappingfif its image under this mapping

coincides with the point itself, i.e., if)

f(x)
= x.)

In order to explain the character of this connection, let us consider the

simplest case, namely the case of a continuous mapping f of a circle K
into itself. By joining each point x of K to its imagef(x), we obtain a)))
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--
vector U:r = x,f(x). This vector is the null vector if and only if f(x) = x,
i.e,if x is a fixed point of the given mapping. Let us show that such a point

actually exists. For this purpose we assume the contrary and determine

the winding number of our vector field along the circumference C of the
circle K.

Under a continuous transformation of our field, its winding number

along C can obviously change only continuously. But since it is an integer,
it must remain constant. Hence it follows that the winding number of the

field along C is equal to 1. Indeed,since every point of K is mapped into
the samecircle, the vector Ux of a point x on the circumference C (which

according to our assumption is not the null vector) points into the interior

of the circle and therefore forms an acute angle with the radius Ox, which

we regard as a vector pointing to the center O.
Now let us subject the directions of all the vectors Ux for the points x

lying on C to a continuous transformation. This transformation consists

of turning each of these vectors through such an acute. angle that it comes

to point in the direction of the center O. As we have just said, the winding

number of the field along C does not change in this process. But as a

result of this transformation, our original field goes over on C into the

field of radial vectors, which obviously has the winding number one.
Thus, our initial field also had the winding number one along the cir-
cumferenceC.

In virtue of the continuity of the original vector field its winding

numbers along two circumferences with one and the same centre 0 and

radii of slightly different length have one and the same value.* Therefore

the winding number of the field along all circles with center 0 lying within

K has one and the sme value, namely one. But since by assumption the
vectorU x is defined and different from zero for all points of the circleand
among them for its center 0, the winding number of the field along a
circumferenceof sufficiently small radius with center at 0 is certainly
equal to zero. So we have arrived at a contradiction and have proved that
under a continuous mapping of a circle into itself there is always at least

one fixed point. This theorem is a special case of a very important theorem

of Brouwer which states that under every continuous mapping of an

n-dimensional sphere into itself there is always at least one fixed point.

In recent years the problem of the existence of fixed points under
mappings of one type or another has been studied in detail and forms an
essential part of the topology of manifolds.)

* In virtue of the assumption that the field in question, which is everywhere defined
and different from zero, has no fixed points under J. we can also talk of its winding
number along an arbitrary curve within K.)))
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\n6. The Development of Topology

The topology of closed surfaces is the only domain of topology that
was moreor lessworked out at the end of the last century.The construction

of this theory was connected with the development of the theory of
functions of a complex variable in the course of the 19th century. The
latter, which forms one of the most significant phenomena in the history
of mathematics during the past century, has been built up by several

distinct methods. One of the most fruitful in the sense of understanding

the essence of the phenomena to be studied was the geometric method of
Riemann. Riemann's method, which showed very convincingly that it is

impossible in the general theory of functions of a complex variable to
restrict ourselves to single-valued functions only, led to the construction
of the so-called Riemann surfaces. In the simplest case of algebraic

functions of a complex variable, these surfaces always turn out to be
closedorientable surfaces. The investigation of their topological properties

is in a certain sense equivalent to the investigation of the given algebraic
function. Further development of Riemann's idea is due to Poincare,
Klein, and their followers and led to the discovery of unexpected and

deep connections between the theory of functions, the topology of closed

surfaces, and non-Euclideangeometry, namely the theory of the group of
motions in a LobacevskiI plane.

* Thus, topology from the first showed

itself to be organically related to a whole group of problemsoffundamental

importance connected with very diverse domains of mathematics.

In the further development of this circle of problems, it turned out that

the topology of surfaces alone was insufficient, that the solution of

problems in n-dimensional topology was necessary. The first of these

was the p,roblem of the topological invariance of the number of dimensions

of a space. This problem consists in proving the impossibility of a
topological mapping of an n-dimensional Euclidean space into an m-

dimensional for n \"* m. This difficult problem was solved in 1911 by

Brouwer. t In connection with its solution, new topological methodswere

discovered that led to a rapid construction of the beginnings of the theory

of conti nuous mappings of many-dimensionalmanifolds and the theory
of vector fields on them. All these investigations were found to involve

the first fundamental concepts of the so-called set-theoretical topology)

* In connection with this see Ihe book by A. 1. Markusevic \"Theory of analylic
functions,\" Gostehizdat, 1950.

t Actually, for the development of the theory of functions of a complex variable it

was necessary to solve an even more difficult problem, namely to prove thaI Ihe topo-
logical image of an n-dimensional domain lying in an n-dimensional spaceis always

again a domain. This problem was also solved by Brouwer.)))
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that arise on the basis of the general theory of sets constructed by Cantor

in the last quarter of the 19th century.
In set-theoretical topology the very object of investigation, i.e., the class

of geometric figures under consideration, is extremelywide and comprises

if not altogether all sets in Euclidean spaces, then at least all the closed
sets.Scholars of many countries collaborated in the rapid development of
the new set-theoretical direction of topology, but above all we must
mention the Polish topological school.

An essentially new direction of development of set-theoretical topology

was taken in papers of Soviet topologists;in particular the outstanding
Soviet mathematician P. S. Uryson (1898-1924), who met an untimely

death, developed the general theory of dimensionwhich laid the foundation

of a classificationof very general point sets by a fundamental criterion,
namely the number of dimensions. This classificationturned out to be

extremely fruitful and involved entirely new points of view in the study
of the most general geometric forms. *

Uryson's ideas, as developed in

his theory of dimension, were a stepping stone for the remarkable work

of L. A. Ljusternik (jointly with L. G. Snirel'man) on the variational

calculus.

These papers contain, apart from other results, an exhaustive positive
solution of a famous problem of Poincare on the existence of three closed

geodesic lines without multiple points on every surface homeomorphic to
a sphere.

On the other hand, P. S. Aleksandrov, on the basis of the theory of
dimension, transferred the algebraic methods of combinatorial topology
to the realm of set theory and this led in turn to new directions of topo-
logical investigations in which mathematicians of the Soviet Union,
including the younger generation, hold a leading place.t

As regards the proper combinatorial topology, after the papers of

Poincare and Brouwer, approximately in 1915, there begins a group of)

* The inductive definition of dimension of sets proposed by Uryson can be regarded
as the fullest development of Lobacevskii's idea of dissection as the fundamental
geometric operation. In a rough approximation it amounts to this. A set is zero-
dimensional if it can be represenled in the form of a sum of arbitrarily small parts no
two of which are in contact with one another. A set is n-dimensional if it can be \"dis-

sected\" by (n -
I)-dimensional subsets into arbitrarily small parts no two of which

are in conlacl and if Ihis cannot be achieved with sets of dimensions smaller than

n - I. (A precise definilion of conlacl as it is understood in contemporary topology

will be given in \n7.)
t Here we {I1ust refer to the so-called homological theory of dimension of P. S.

Aleksandrov, 10 the related remarkable constructions of L. N. Pontrjagin and to
further developments of the homological theory of dimension in papers by M. S.

Bokstein, V. G. Boltjanskii and particularly K. A. Sitnikov. The duality law of L. S.
Pontrjagin will be discussed later.)))
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investigations by American topologists, Veblen, Birkhoff, Alexander, and
Lefschetz.They achieved very remarkable results. For example,Alexander

proved the topological invariance of the Betti numbers and also a very
important duality theorem that served as a starting point for the subsequent
investigations of L. S. Pontrjagin; Lefschetz gave a certain formula for
the algebraicnumber of fixed points under arbitrary continuous mappings

of manifolds and so laid the foundation of the general algebraic theory of
continuous mappings that was further developed by Hopf; to Birkhoff
our science owes an essential advance in the theory of dynamical systems

in its purely topological aspect, its metrical aspect, etc.. Further very deep
developmentsof the topology of manifolds and their continuous mappings
were obtained in papers by Hopf, who proved along with many other
results the existence of an infinite number of continuous mappings of a

three-dimensional sphere onto a two-dimensional one, which are essentially
different from one another in the sense that no two of these mappings can
be carried into one another by a continuous change.So Hopf became the

founder of a new direction, the so-called homotopic topology. Recently
a powerful new impetus has come to homotopic topology,as to the whole

of combinatorial topology, from the work of the new French topological

school (Leray, Serre, and others).
As we have mentioned earlier, the fundamental investigations of Uryson

were the beginning of the activities of Soviet mathematicians in the domain
of topology. These investigations were concerned with set-theoretical

topology, but already at the end of the 1920'sSoviet topology comprised

also combinatorial topology in the range of its interests. Thiscame about

in a rather original manner, namely by the application of combinatorial
methods to the study of closed sets, i.e., to objects of a very general nature.
On this foundation there arose one of the most remarkable geometric

discoveries of the present century, the statement and proof by L. S.

Pontrjagin of his general law of duality, which establishes deep and in a

certain sense exhaustive connections betweenthe topological structure of

a given closed set in an n-dimensional Euclidean space and the parts of
the space complementary to it. In connection with his duality law,

Pontrjagin constructed a general theory of characters of commutative
groups and this led him to further investigations in the domain of the
general topological and the classical continuous Lie groups, a domain

that has been completely transformed by the work of Pontrjagin. Subse-
quently Pontrjagin and his pupils made a number of notable investigations
on the topology of manifolds and their continuous mappings (Z. G.
BoltjanskiI, M. M. Postnikov, and others). In these investigations a new

method was applied, the so-calledV-homology (cohomology) introduced

into combinatorial topology by A. N. Kolmogorov and, independently,)))
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by Alexander. This method, which now occupies the first place in the whole

of homotopic topology, has made it possible to continue Pontrjagin's
duality theory in the most diverse directions,and this has led to the duality

theorems of A. N. Kolmogorov (and Alexander),P. S. Aleksandrov, and

K. A. Sitnikov, which belong to the most significant results of contempo-

rary topology. The same method has also found important applications
in very recent papers by L. A. Ljusternik on the calculus of variations.)

\n7. Metric and Topological Spaces

At the beginning of our account, we have talked of adjacency (of
different parts of a given figure) as of a fundamental topological concept,

and we have defined continuous transformations as those that preserve
this relation. However, we have not given a rigorous definition of this

fundamental concept; to do this in sufficient generality we have to use
conceptsof set theory. This will be our task in the present section; we shall

finally solve it by introducing the concept of a topological space.
The theory of sets made it possible to give the concept of a geometrical

figure a breadth and generality that were inaccessible in the so-called
\"classical\" mathematics. The object of a geometrical, in particular a

topological, investigation now becomes an arbitrary point set, i.e., an

arbitrary set whose elements are points of an n-dimensional Euclidean

space. Between points of an n-dimensionalspacea distance is defined:

namely, the distance between the points A = (Xl' X 2 ,\"', x n) and B =

(Y1,Y2, \"', Yn) is by definition equal to the nonnegative number)

p(A, B) = V(x 1 -
Y1)2 + (x 2 -

Y2)2 +
... + (xn

-
Yn)2.)

The concept of distance permits us to define adjacency first between a

set and a point, and then between two sets. We say that a point A is an
adherent point of the set M if M contains points whosedistance from A

is less than any preassigned positive number. Obviously every point of the

given set is an adherent point of it, but there may be points that do not

belong to the given set and are adherent to it. Let us take, for example,
the open interval (0, I) on the numerical line, i.e., the set of all points
lying between 0 and I; the points 0 and I themselves do not belong to
this interval, but are adherent to it, since in the interval (0, I) there are

points arbitrarily near to zero and points arbitrarily near to one. A set is
calledclosedif it contains all its adherent points. For example the closed

interval [0, I] of the numerical line, i.e., the set of all points X satisfying

the inequality 0 \n X \n I, is closed. Closed sets in a plane and all the)))



222) XVIII. TO PO LOG Y)

more in a space of three or more dimensions can have an extremely

complicated structure; indeed, they form the main study object of the set

theoretical topology of an n-dimensional space.
Next we say that two sets P and Q adjoin one another if at least one of

them contains adherent points of the other. From the precedingit follows

that two closed sets can adjoin only when they have at least one point in

common; but, for example, the intervals [0, I] and (I, 2), which do not
have common points, adjoin because the point I which belongs to [0, I]
is at the same time an adherent point of (1,2). Now we can say that a set
R is divided (\"dissected\") by a set S lying in it, or that S is a \"section\" of

R - S consisting of all the points of R that do not belong to S can be
representedas the sum of two nonadjoining sets.

Thus, LobacevskiI'sideas on adjacency and dissection of sets receive

in contemporary topology a rigorous and highly general expression. We

have already seen how Uryson's definition of dimension of an arbitrary set

(see the remark in \n6) is founded on these ideas; the statement of this

definition now becomes completely rigorous.The same applies to the
definition of a continuous mapping or transformation; a mapping I of a
set X onto a set Y is called continuous if adjacency is preserved under this

mapping, i.e., if the fact that a certain point A of X is an adherent point
of an arbitrary subset P of Y implies that that image I(A) of A is an

adherent point of the image/(P) of P. Finally a one-to-one mapping of a
set X onto a set Y is called topologicalif it is continuous and if its inverse

mapping of Yonto X is also continuous. These definitions give an accurate
basisto all that has been said in the first sections of the present account.

However, set theoretical topology is not restricted to the degree of
generality that is achieved by considering as geometrical figures all the

point sets. It is natural to introduce the concept of distance not only

between points of an arbitrary Euclidean space but also between other
objectsthat do not appear to refer at all to geometry.

Let us consider,for example, the set of all continuous functions defined,
say, on the interval [0, I]. We can define the distance p(f, g) between the
two functions I and g as the maximum of the expressionI/(x)- g(x) I,

when x ranges over the whole segment [0, I]. This \"distance\" has all the

basic properties of distance between two points in space: p(f, g) between
the two functions I and g is equal to zero if and only if the functions

coincide, i.e., if I(x)
= g(x) for every point x; further, the distance is

obviously symmetrical, i.e.,p(f,g)= p(g,f);finally, it satisfies the so-called

triangle axiom: For any three functions 11 ,f2,fa we have P(/I ,J;,)
+ p(h ,fa) \n P(fl ,fa)' It is customary to say that the so-defined distance

turns our set of functions into a metric space (usually denoted by C).

Bya metric space we understand more generally, a set of arbitrary objects)))
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that are to be called points of the metric space if between any two points

there is defined a distance, a nonnegative number satisfying the \"axioms
of distance\" just stated.

Now when an arbitrary metric space is given, we can talk of adherent

points of its subsets and consequently of adjacency of its subsets to one

another and of topologicalconceptsin general (closed sets, continuous

mappings, and further concepts to be introduced on the basis of these
simplestones).This course opens up an extensive and extremely fruitful

field of application for topological and generalgeometrical ideas to ranges
of mathematical objects where it would appear completely impossible
to talk of any kind of geometry. Let us give an illustrative example.

We take again the differential equation (2)

dy-
d

= F( x,.v).
x

..)

If y = cp(x)for 0 \n x \n I is a solution of this eq.uation that assumes at
x = 0 the value y = 0, say, then the function cp(x) obviously satisfies the

integral equation)

cp(x) =
r F[x, cp(x)] dx.

o)
(3))

Now we consider the integral G(.f)
= r F[x,f(x)] dx, where 0 \n x \n 1

and f(x) is an arbitrary continuous functi\nn defined on the interval [0, I].
This integral is a certain continuous function g(x) also defined on [0, I].
Sothe expression G(f) = r F[x,f(x)] dx associates with every function f
a function g

= G(f); in of her words, we have a mapping G, easily seen

to be continuous,of the metric space C into itself. How can we characterize
here a function cp(x) (there may be several of them) that is a solution of
the equation (2)or the equation (3) equivalent to it? Obviouslyunder our

mapping it goes over into itself; i.e., it is a fixed point of our mapping G.

Now it turns out that such a fixed point of the mapping G actually exists,

as follows from a very general theorem on fixed points of continuous

mappings of metric spaces that was proved in 1926 by P. S. Aleksandrov

and V. V. NemyckiI. Nowadays the study of various metric spaces whose
points are functions of one kind or another (such spacesare called

functional spaces) is a constantly used tool of analysis, and the study of

functional spaces by methods which are partly topological, but mainly

algebraic, in a wide sense of the word, forms the content of functional
analysis(seeChapter XIX).

Functional analysis, as was mentioned in the introductory chapter,

occupies an extremely prominent place in the contemporary mathematical
scene in view of the variety of its connections with all sorts of other parts)))
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of mathematics and its value in natural science, above all in theoretical

physics. The investigation of topological properties of functional spaces is

closely connected with the calculus of variations and the theory of partial

differential equations (investigations by Ljusternik, Morse, Leray,
Schauder,Krasnosel'skii, and others). Problems on the existence of fixed

points under continuous mappings of functional spacesplay an important

role in these investigations.
The topology of functional and general metric spaces is not the last

word in generality in contemporary topological theories. The fact of the
matter is that in metric spaces the fundamental topological concept of
adjacency is introduced on the basis of distance between points, which in

turn is not a topological concept. The problem therefore arises

of a direct, axiomatic definition of adjacency. Thus we are led to the

concept of a topological space, the most general concept of present-day

topology.

A topological space is a set of objectsof an arbitrary nature (which are
called points of the space) in which for every subset its adherent points

are given in one way or another. Furthermore, a few natural conditions

are supposed to be satisfied, the so-called axioms of a topological space
(for example, every point of the given set is an adherent point of it, an

adherent point of the sum of two sets is an adherent point of at least one

of the summands, etc.).Profound work is going on at present in the theory

of topological spaces; in its development the Soviet mathematicians
P. S. Uryson, P. S. Aleksandrov, A. N. Tihonov, and others have taken a

leading part. Of the latest results in the theory of topologicalspaceswe

must mention one of fundamental value: The young mathematician

Ju. M. Smirnov has found necessary and sufficient conditions for the

metrizability of a topological space, i.e.,conditions under which a distance

between the points of the space can be defined such that the \"topology\"

which the space carries can be regarded as generating this concept of

distance; in other words, such that the adherent points of all possible sets

in the metric space obtained are the same as those definedinitially in the

given topological space.)
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CHAPTER) XIX)

FUNCTIONAL ANALYSIS)

The rise and spread of functional analysis in the 20th century had two
main causes. On the one hand it became desirable to interpret from a

uniform point of view the copious factual material accumulated in the

course of the 19th century in various, often hardly connected, branchesof
mathematics. The fundamental concepts of functional analysis were
formed and crystalized under various aspects and for various reasons.

Many of the fundamental concepts of functional analysis emerged in a
natural fashion in the process of developmentof the calculus of variations,
in problems on oscillations (in the transition from the oscillations of
systems with a finite number of degrees of freedom to oscillations of

continuous media), in the theory of integral equations, in the theory of

differential equations both ordinary and partial (in boundary problems,

problems on eigenvalues,etc.) in the development of the theory of
functions of a real variable, in operator calculus, in the discussion of
problems in the theory of approximation of functions, and others.
Functional analysis permitted an understanding of many results in these

domains from a single point of view and often promoted the derivation
of new ones. In recent decades the preparatory concepts and apparatus
were then used in a new branch of theoretical physics-in quantum

mechanics.

On the other hand, the investigation of mathematical problems
connected with quantum mechanics became a crucial feature in the further

development of functional analysis itself: It created,and still creates at

the present time, fundamental branches of this development.
Functional analysishas not yet reached its completion by far. On the

contrary, undoubtedly in its further development the questions and
requirementsof contemporary physics will have the same significancefor

227)))
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it as classical mechanics had for the rise and developmentof the differential

and integral calculus in the 18th century.
It is impossible here to include in this chapter all, or even only all the

fundamental, problems of functional analysis. Many important branches
exceed the limitations of this book. Nevertheless, by confining ourselves
to certain selectedproblems, we wish to acquaint the reader with some

fundamental concepts of functional analysis and to illustrate as far as

possible the connections of which we have spoken here. These problems
were analyzed mainly at the beginning of the 20th century on the basis
of the classical papers of Hilbert, who was one of the founders offunctional

analysis. Since then functional analysis has developed very vigorously
and has been widely applied in almost all branches of mathematics; in

partial differential equations, in the theory of probability, in quantum

mechanics, in the quantum theory of fields,etc.Unfortunately these further

developments of functional analysis cannot be included in our account.

In order to describethem we would have to write a separate large book,
and therefore, we restrict ourselves to one of the oldest problems,namely

the theory of eigenfunctions.)

\nl. n-Dimensional Space

In what follows we shall make use of the fundamental concepts on

n-dimensional space. Although these concepts have been introduced in

the chapters on linear algebra and on abstract spaces, we do not think it

superfluous to repeat them in the form in which they will occur here.

For scanning through this section it is sufficient that the reader should
have a knowledgeof the foundations of analytic geometry.

We know that in analytic geometry of three-dimensionalspacea point is

given by a triplet of numbers (11 ,/2 ,fa), which are its coordinates. The
di stance of this point from the origin of coordinates is equal to

V I\n +1: +1:. If we regard the point as the end of a vector leading to it

from the origin of coordinates, then the length of the vector is also equal

to V I\n + I: + I:. The cosine of the angle between nonzerovectors leading

from the origin of coordinates to two distinct points A(/l,f2 ,.fa) and

B(gl , g2 , ga) is defined by the formula

cos cp
= !tgl + 12g2+ I\na

vI: +.r\n +.r: Vg\n + g: + g:)

From trigonometry we know that I cos cp I :::;; 1. Therefore we have the
inequality)

I/lgl + 12fJ2 + I\nal
\n I

vI: + .r: + .r: Vg\n + g: + g('\"
,)))
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and hence always)

(J; g l + hM + fa g a)2 \n (f\n + Ii + I\n) (g\n + g\n + g;). (I))

This last inequality has an algebraic character and is true for arbitrary
six numbers (11,12./a)and (gl , g2 , ga), since any six numbers can be the
the coordinates of two points of space. All the same, the inequality (I)

was obtained from purely geometric considerations and is closely con-
nected with geometry, and this enables us to give it an easily visualized

meaning.
In the analytic formulation of a number of geometric relations, it often

turns out that the corresponding facts remain true when the triplet of

numbers is replaced by n numbers. For example, our inequality (I) can be

generalized to 2n numbers (Il'/2, \"'./n)and (gl , g2' ''', gn)' This means

that for arbitrary 2n numbers (fl'/2, '''./n) and (gl' g2, \"', gn) an

inequality analogous to (I) is true, namely:)

(flgl + 12g2 + ... + Ingn)2 \n (ff + I: + ... +I;)(gi+ g\n +
... + g;).

(I'))

This inequality, of which (I) is a special case, can be proved purely

analytically. *
In a similar way many other relations between triplets of

numbers derived in analytic geometry can be generalized to n numbers.

This connection of geometry with relations between numbers (numerical
relations) for which the cited inequality is an example becomes
particularly lucid when the concept of an n-dimensionalspace is intro-

duced. This concept was introduced in Chapter XVI. We repeat it here

briefly.

A collection of n numbers (II '/2' \"'./n) IS called a point or vector of
n-dimensional space (we shall more often use the latter name). The vector

(fl '/2' '''./n) will from now on be abbreviated by the single letter f
Just as in three-dimensional space on addition of vectors their compo-

nents are added, so we definethe sum of the vectors)

I = {ll'/2 , \"'./n}and g
= {gl , g2 , \"', gn})

as the vector {II + gl ./2 + g2,'''./n+ gn} and we denote it by I + g.
The product of the vector I = {II '/2' \"'./n}by the number ,\\ is the

vector V = {VI' V2 , ..., Vn}'
The length of the vector I = {II '/2 ,..../n},like the length of a

vector in three-dimensional space, is defined as Vfl +1: + -:-:\n
+7\n.)

* See Chapter XVI.)))
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The angle 1> between the two vectors I = {II ,j\n , \"',In} and g = {gl,
g2, ...,gn} in n-dimensional space is given by its cosine in exactly the same
way as the angle between vectors in three-dimensional space. For it is
defined by the formula *)

,J. _ 11g1 +/2g2 + ... + Ingn

cos'f'
- - -

vI'!+I?+
...

+ j2 Vg 2 + g2 + ... + g21 2 11 1 2 11)

(2))

The scalar product of two vectors is the name for the product of their

lengths by the cosine of the angle between them. Thus, if I = {II ./2, \"',In}
an d g = {gl , g2 , ..., gn}, then since the leng ths of the vectors are

V/\n + I: + ... + f:' and '\\I'gf+ g\n + ... + g\n, respectively, their scalar

product, which is denoted by (f, g), is given by the formula)

(f, g) = 11g1+ 1,g2+ ...
+ Ingn .) (3))

In particular, the condition of orthogonality (perpendicularity) of two

vectors is the equation cos 1>
= 0; i.e., (f, g) = O.

By means of the formula (3) the reader can verify that the scalar product
in n-dimensional space has the following properties:)

1. (f, g) = (g,f).
2. (>'f, g)

= >.(f, g).

3. (f, gl + g2)
= (f, gl) + (f, g2)'

4. (f,f) \n 0, and the equality sign holds for I = 0 only, i.e., when

11 = 12 = .\" = In = O.

The scalar product of a vectorIwith itself (f,f) is equal to the square
of the length off.

The scalar product is a very convenient tool in studying n-dimensional
spaces. We shall not study here the geometry of an n-dimensional space

but shall restrict ourselvesto a singleexample.
As our example we choose the theorem of Pythagoras in n-dimensional

space: The square of the hypotenuse is equal to the sum of the squares of

the sides. For this purpose we give a proof of this theorem in the plane
which is easily transferred to the case of an n-dimensional space.

Let I and g be two perpendicular vectors in a plane. We consider the

right-angled triangle constructed on I and g (figure I). The hypotenuse
of this triangle is equal in length to the vector 1+ g. Let us write down in

vector form the theorem of Pythagoras in our notation. Since the square
of the length of a vector is equal to the scalar product of the vector with)

* The fact that I cos'\" I .;; 1 follows from the inequalily 0').)))
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itself, Pythagoras' theoremcan be written in the language of scalarproducts
as follows:)

(f + g,f + g) = (f,f) + (g, g).)

The proof immediately follows from the properties of the scalar product.
In fact,)

(f + g,f + g) = (f,f) + (f,g) + (g,f) + (g, g),)

and the two middle summands are equal to zero owing to the orthogonality
ofI and g.

In this proof we have only used the definition of the length of a vector,
the perpendicularity of vectors, and the properties of the scalar product.
Therefore nothing changes in the proof when we assume that I and g are
two orthogonal vectors of an n-dimensional space. And so Pythagoras'

theorem is proved for a right-angled triangle in n-dimensional space.)

\n
-----\n::---------!

g. I
I
I

f

FIG. 1.)

h)

f

FIG. 2.)

Jfthree pairwise orthogonal vectorsf, g and h are given in n-dimensional

space, then their sum 1+ g + h is the diagonal of the right-angled paral-
lelepipedconstructed from these vectors (figure 2) and we have the

equation)

(f + g + h,f + g + h)
= (f,f) + (g, g) + (h,h),)

which signifies that the square of the length of the diagonal of a paral-
lelepipedis equal to the sum of the squares of the lengths of its edges.
The proof of this statement, which is entirely analogous to the one given
earlier for Pythagoras' theorem, is left to the reader. Similarly, if in an

n-dimensional space there are k pairwise orthogonal vectors P,j2, ..., I k

then the equation)

(P +12 +... +lk,P +12+... +I k
)

= (P,fl) + (J2,j2) + ... + (fk,fk), (4))))
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which is just as easy to prove, signifies that the square of the length

of the diagonal of a \"k-dimensional parallelelipiped\"in n-dimensional

space is also equal to the sum of the squares of the lengths of its

edges.)

\n2. Hilbert Space (Infinite-Dimensional Space))

\".f-, ,
'\" I .........

,,\" l}f
A \" ,)

Connection with n-dimensional space. The introduction of the concept

of n-dimensional space turned out to be useful in the study of a number of
problemsof mathematics and physics. In its turn this concept gave the

impetus to a further development of the concept of spaceand to its applica-
tion in various domains of mathematics. An important role in the develop-
ment of linear algebra and of the geometryof n-dimensional spaces was

played by problems of small oscillationsof elasticsystems.
Let us consider the following classical

exampleof such a problem (figure 3). Let AB

be a flexible string spanned betweenthe points

A and B. Let us assume that a weight is

attached at a certain point C to the string. If
it is moved from its position of equilibrium, it

begins to oscillate with a certain frequency w,
which can be computed when we know the tension of the string, the mass

m and the position of the weight. The state of the system at every instant

is then given by a single number, namely the displacement Yl of the mass
m from the position of equilibrium of the string.

Now let us place n weights on the string AB at the pointsC1, C2 , ..., C n .

The string itself is taken to be weightless.This means that its mass is so
small that compared with the masses of the weights it can be neglected.
The state of such a system is given by n numbers Yl ,Y2 , ..., Yn equal to
the displacements of the weights from the position of equilibrium. The
collectionof numbers Yl , Y2, \"', Yn can be regarded (and this turns out

to be useful in many respects) as a vector (Yl,Y2 , \"', Yn) of an n-
dimensional space.

The investigation of the small oscillations that take place under these
circumstances turns out to be closely connected with fundamental facts

of the geometry of n-dimensional spaces. We can show, for example,
that the determination of the freq uency of the oscillationsof sucha system

can be reduced to the task of finding the axes of a certain ellipsoid in

n-dimensional space.

Now let us consider the problem of the small oscillations of a string

spanned between the points A and B. Here we have in mind an idealized

string, i.e., an elastic thread having a finite mass distributed continuously)

c)

' . B)

FIG. 3.)))
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along the thread. In particular, by a homogeneous string we understand
one whose density is constant.

Since the mass is distributed continuously along the string, the position
of the string can no longer be given by a finite set of numbers YI 'Y2 , \"', y\" ,

and instead the displacement y(x) of every point x of the string has to be

given. Thus, the state of the string at each instant is given by a certain
function y(x).

The state of a thread with n weights attached at the points with the

abscissas Xl' X 2 , ..., Xn , is

represented graphically by a

broken line with n members

(figure 4), so that when the

number of weights is in-

creased, then the number of
segments of the broken line
increases correspondingly.When the number of weights grows without

bound and the distance between adjacent weights tends to zero, we obtain
in the limit a continuous distribution of mass along the thread, i.e., an

idealized string. The broken line that describes the position of the thread
with weights then goes over into a curve describing the position of the

string (figure 5).)

(.'?--, P--
_ --<>- -

--<?-/' y,' , ,,- -Yn l ---- BA
' \"

\"

-f
2

/)

FIG. 4.)

A\n \nB
\"--/)

FIG. 5.

So we see that there exists a close connection betweenthe oscillations of

a thread with weights and the oscillations of a string. In the first problem

the position of the system was given by a point or vector of an n-

dimensional space. Therefore it is natural to regard the function I(x) that

describes the position of the oscillating string in the second case as a
vector or a point of a certain infinite-dimensional space. A whole series of
similar problems leads to the same idea of considering a space whose

points (vectors) are functions I(x) given on a certain interval. *)

* As another such problem let us consider the electrical oscillations set up in a
series of connecled electrical circuits (figure 6).)

T(;.QQQJrilll-.. \nI

1\n..\n\n)))
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This example of oscillation of a string, to which we shall return again
in \n, suggests to us how we sha1l have to introduce the fundamental

concepts in an infinite-dimensional space.)

Hilbert space. Here we sha1l discuss one of the most widespread
conceptsof an infinite-dimensional space of the greatest importance for

the applications, namely the concept of the Hilbert space.

A vector of an n-dimensionalspace is defined as a co1lection of n

numbers/;, where i ranges from I to n. Similarly a vector of an infinite-

dimensional space is defined as a functionf(x), where x ranges from a to b.
Addition of vectors and multiplication of a vector by a number is

defined as addition of the functions and multiplication of the function by

a number.

The length of a vector f in an n-dimensional space is defined by the

formula)

J\n
n)

Since for functions the role of the sum is taken by the integral, the length
of the vectorf(x) ofa Hilbert space is given by the formula)

\n f: r(X) dx.) (5))

The distance between the points f and g in an n-dimensional space is
defined as the length of the vector f - g, i.e.,as)

J\n
(/; -

g;)2.)

Similarly the \"distance\" between the elementsf(t) and g(t) in a functional

space is equal to)

\n s:
[f(t) - g(t)]2dt.)

The state of such a series can be expressed by the set of n numbers u, , U., ..., Un,

where Ui is the voltage on the condensor of the ith circuit of the chain. The colleclion

of the n numPers (u, , ..., un) is a vector of an n-dimensional space.
Now let us imagine a two-wire line, i.e., a line consisting of two conductors having

finite capacity and inductance, distributed along the line. The electric state of the line

is expressed by a certain function u(x), which gives the distribution of the voltage along
the line. This function is a vector of the infinite-dimensional space of functions given

on the interval (a, b).)))
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The expression t [f(t) -
g(t)]2 dt is called the mean-square deviation

of the functions fer) and g(t). Thus, the mean-square deviation of two

elements of Hilbert spaceis taken to be a measure of their distance.
Let us now proceed to the definition of the angle between vectors. In an

n-dimensionalspacethe angle cp between the vectors! = {/;} and g = {gi}
is defined by the formula)

L\n I t. .
g

.

cos cp
= __\n.. .

-/\nn
f

\n-\nV
\ni=l i V Li'=l g;)

In an infinite-dimensional space the sums are replacedby the corre-

sponding integrals and the angle cp between the two vectors f and g of
Hilbert space is defined by the analogous formula)

cos cp
= J:f(t) g(t) dt

V P..rl(t) dt V f' g2(t) dt
a a)

(6))

This expression can be regardedas the cosine of a certain angle cp, provided

the fraction on the right-hand side is an absolute value less than one, i.e., if)

I (f(t)g(t)
dt

I
<

\n (p(t)
dt

\n (g2(t)
dt.) (7))

This inequality in fact holds for two arbitrary functions f(t) and g(t).
It plays an important role in analysis and is known as the Cauchy-
BunjakovskiI inequality. Let us prove it.

Let f(x) and g(x) be two functions, not identically equal to zero, given

on the interval (0, b). We choose arbitrary numbers ,\\ and,.,. and form

the expresson)

r [,\\f(x)
- fLg(X)]2dx.

a)

Since the function [,\\f(x) -
pg(X)]2 under the integral sign is nonnegative.

we have the following inequality)

r [,\\f(x) -
fLg(X)]2 dx \n 0;

a)

I.e.,)

f

b \302\267

f

b

2'\\fL f(x) g(x) dx \n ,\\2
J

f2(X) dx + fL2 g2(X) dx.
a a a)

For brevity we introduce the notation)

I r f(x) g(X)dx
I

= C, r P(X) dx =
A, r g2(X) dx = B. (8)

R a a)))
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In this notation the inequality can be rewritten as follows:*

2>..p.C \n >..2A + p.2B.) (9))

This inequality is valid for arbitrary values of >.. and p.; in particular we

may set)

>.. =
\n \n

,p.
=

\n \n
.

Substituting these values of>..and p. in (9), we obtain

C

V AB
\n 1.)

(to))

When we replace A, Band C by their expressions in (8), we finally obtain

the Cauchy-Bunjakovskil inequality.
In geometry the scalar product of vectors is defined as the product of

their lengths by the cosine of the angle between them. The lengths of the
vectors f and g in our case are equal to)

\n (f2(X)
dx and

\n s: g2(X) dx,)

and the cosine of the angle between them is defined by the formula)

cos cp
= J:f(x) g(x) dx

V
Jb f2(x) dx V.e g2(X) dxa a)

When we multiply out these expressions,we arrive at the following formula
for the scalar product of two vectors of Hilbert space:)

(f, g) = r f(x) g(x) dx.
a)

(11))

From this formula it is clear that the scalar product of the vector fwith

itself its the square of its length.
If the scalar product of the nonzero vectorsf and g is equal to zero, it

means that cos cp
= 0, i.e., that the angle cp ascribed to them by our

definition is 90\302\260.Therefore functionsf and g for which)

(f, g) =
r f(x) g(x)dx = 0,

a

are called orthogonal.

Pythagoras' theorem (see \nl) holds in Hilbert space as in an n-dimen-)

* For C we have to take the modulus of the integral because of the arbitrary sign
of .\\ or fL.)))
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sional space. Let/ l(x),f2(x), \"',fN(X) be N pairwise orthogonal functions)

I(x)
= Il(X) + fix) + ... + IN(X))

and their sum. Then the square of the length of 1 is equal to the sum

of the squares of the lengths of 11 '/2' ''''/N'
Since the lengths of vectors in Hilbert space are given by means of

integrals, Pythagoras' theorem in this case is expressed by the formula)

b b b .b

J 1
2
(x) dx = J I\n(x) dx + J I;(x) dx + \".+ J I\n(x) dx. (12)

a n a n)

The proof of this theorem does not differ in any respect from the one
given previously (\nl) for the same theorem in n-dimensional space.

So far we have not made precisewhat functions are to be regarded as
vectors in Hilbert space. For such functions we have to take all those for

which I:f2(x) dx has a meaning. It might ap\near
natural to confine

ourselves to continuous functions for which f f2(x) dx always exists.
n

However, the theory of Hilbert spacebecomes more complete and natural
if ff2(x) dx is interpreted in a generalized sense, namely as a Lebesgue. a

mtegral (see Chapter XV).
This extensionof the concept of integrals (and correspondingly of the

class of functions to be discussed)is necessaryfor functional analysis in

the same way as a strict theory of the real numbers is necessary for the
foundation of the differential and integral calculus. Thus, the generaliza-
tion of the ordinary concept of an integral that was created at the begin-
ning of the 20th century in connection with the development of the theory
of functions ofa real variable turned out to be quite essentialfor functional

analysis and the branches of mathematics connected with it.)

\n3. Expansion by Orthogonal Systems of Functions)

Definition and examples of orthogonal systems of functions.

plane two arbitrary mutually perpendicular
vectorsel and e 2 of unit length are chosen
(figure 7), then every vector of the same
plane can be decomposed in the directions
of these two vectors, i.e., can be repre- \302\2602

sented in the form)

If in a)

1 = aIel + a2e 2 ,)

---\n7
r

I

I

I)

where a l and a2 are the numbers equal
to the projections of the vector f in the
direction of the axis of e l and e2 . Since)

v
0,

FIG. 7.)))
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the projection off on an axis is equal to the product of the length off

by the cosine of the angle between f and the axis, we can write, remem-

bering the definition of the scalar product,)

a l = (f, el),
a2

= (f, e2 ).)

Similarly if in a three-dimensional space any three mutually perpendicular
vectors el , e2 , e 3 of unit length are chosen, then every vector f in this

space can be written in the form)

f = aIel + a?/!2 + a 3e 3 ,)

where)

ak = (f, ek) (k = 1,2,3).)

In Hilbert space we can also consider systems of pairwise orthogonal

vectors of the space, i.e., functions tPl(X), tP2(X), \"', tPn(x), ... .
Such systems of functions are called orthogonal and play an important

role in analysis. They occur in very diverse problems of mathematical
physics, integral equations, approximate computations, the theory of
functions of a real variable, etc. The ordering and unification of the

concepts relating to such systemsformed one of the motivations that led

at the beginning of the 20th century to the creation of the general concept
of a Hilbert space.

Let us give a precise definition. A system of functions)

tPl(X), tP2(X),..., tPn(x),
...)

is called orthogonal if any two functions of the system are orthogonal, i.e.,

if)

r tPi(X) tPk(X) dx = 0 for i\"* k.
II)

(13))

In three-dimensional space we required that the vectors of the system
should be of unit length. Recalling the definition of length of a vector we
see that in the case of Hilbert space this requirement can be written as
follows:)

b

f
tP\n(x) dx = l.

/I)
(14))

A system of functions satisfying the conditions (13) and (14) is called
orthonormal.)))
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Let us give examples of such systemsof functions.

\\. On the interval (-1T,1T) we consider the sequence of functions)

I, cos x, sin x, cos2x,sin 2x, ..., cos nx, sin nx, ... .)

Any two functions of this sequence are orthogonal to each other. This can

be verified by the simple computation of the corresponding integrals.

The square of the length of a vector in Hilbert space is the integral of the

square of the function. Thus, the squares of the lengths of the vectors of
the sequence)

I, cos x, sin x, cos 2x, sin 2x, ..., cosnx, sin nx,
...)

are the integrals)

r
dx =

21T,
f'

cos 2 nx dx = 1T,
In

sin 2 nx dx = 1T,
-n -n -n)

i.e., the vectors of our sequence are orthogonal, but not normalized. The

length of the first vector of the sequenceisequal to V 21T , and all the others
are of length V;. When we divide every vector by its length, we obtain the
orthonormal system of trigonometric functions)

1 cos x sin x
V21T

'
y:;:;-

,
y;-

,)

cos 2x

V;;-
,)

sin 2x

V:;--
,)

cos nx

'\n')

sin nx

V;;-')

This system is historically one of the first and most important examples of
orthogonal systems.It appeared in the works of Euler, D. Bernoulli, and

d'Alembert in connection with problems on the oscillations of strings.
The study of it plays an essential role in the development of the whole of
analysis.*

The appearance of the orthogonal system of trigonometrical functions

in connection with problems on oscillations of strings is not accidental.

Every problem on small oscillationsof a medium leads to a certain system
of orthogonal functions that describe the so-called characteristic oscil-
lations of the given system (see \n). For example, in connection with

problems on the oscillations of a spherethere appear the so-called spherical
functions, in connection with problems on the oscillations of a circular

membrane or a cylinder there appear the so-called cylinder functions, etc.

2. We can give an example of an orthogonal system of functions in)

* See Chapter XII, \n1.)))
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which every function is a polynomial. Such an example is the sequence of
Legendrepolynomials

1 d n
(x

2 - 1)nP (x)
=-

n
2 nl d n '

n. x)

i.e., Pn(x) is (apart from a constant factor) the nth derivative of (x2 - l)n.
Let us write down the first few polynomials of this sequence:)

Po(x) = 1;

Pl(X) = x;
P2 (x)

= t(3x
2 - 1);

P3 (x)
= t(5x

3 -
3x).)

Obviously Pn(x) is a polynomial of degreen. We leave it to the reader to
convince himself that these polynomials are an orthogonal sequenceon

the interval (-I, I).
The general theory of orthogonal polynomials (the so-calledorthogonal

polynomials with weights) was developed in the second half of the 19th

century by the famous Russian mathematician P. L. Cebysev.)

Expansion by orthogonal systems of functions. Just as in three-

dimensional space every vector can be represented in the form of a
linear combination of three pairwise orthogonal vectors e1, e2 , e 3 of unit

length)
/ = aIel+ a?/!2 + a:!!3 ,

so in a functional space there arises the problem of the decomposition of

an arbitrary function / in a series with respect to an orthonormal system
offunctions, i.e.,of the representation of/in the form

/(x) =
a1c!>I(x) + a 2cp2(x) + ... + anCPn(x) + .... (15)

Here the convergenceof the series (15) to the function / has to be under-
stood in the sense of the distance betweenelements in Hilbert space. This
means that the mean-square deviation of the partial sum of the series)

n

Sn(t) = !. akcpk(t)
k=l)

from the function/(t) tends to zero for n -- 00; i.e.,

lim f
b

[f(t)
- Sn(t)]2dt = O.

n-->oo
a)

(16))

This convergence is usually called \"convergence in mean.\)
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Expansions in various systems of orthogonal functions often occur in

analysis and are an important method for the solution of problemsof
mathematical physics. For example, if the orthogonal system is the
system of trigonometric functions on the interval (-1T, 1T))

I, cos x, sin x, cos 2x, sin 2x, ..., cos nx, sin nx, ...,)

then this expansion is the classical expansionof a function in a trigonomet-
ric series*)

f(x)
= a o + a1cosx + b 1 sin x + a2 cos 2x + b 2 sin 2x + ....

Let us assume that an expansion (I5) is possible for every function f of

a Hilbert space and let us find its coefficients an' For this purpose we

multiply both sides of the equation scalarly by one and the same function

cP\", of our system. We obtain the equation)

(f, CPm)
= a 1 (CPl , cp\",) + a 2(CP2,CPm) + ... + am(cpm , CPm)

+ a\",+1(CPm+1 ,CPm) + ....)

in virtue of the fact that (CPm , CPn)
= 0 for m =F nand (CPm , CPm)

= I, this
determines the value of the coefficient a/1/)

am = (f, CPm) (m
= 1,2, \"').)

We see that, as in ordinary three-dimensional space (see the beginning of

this section), the coefficients am are equal to the projections of the vector

f in the direction of the vectors CPk .

Recalling the definition of the scalar product we see that the coefficients
of the expansion of f(x) by the normal orthogonal system of functions

CPl(X), CP2(X), ..., CPn(x),
...

f(x) = a1CPl(x) + a2CP2(x) +
'\" + anCPn(x) + ...

(\\7))

are determined by the formulas

am
=

f.r(t)CPm(t)
dt. (I 8)

a)

As an example let us consider the normal orthogonal trigonometric

system of functions mentioned previously:

I cosx sin x cos 2x sin 2x

vb
'

V1T

'
V1T

'
V1T

'
.y:;-

')

* Such a decomposilion often occurs in various problems of physics in the decom-
position of an oscillalion into its harmonic constiluents. See Chapter VI, \n5.)))
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Then)

a '\"

f(x)
= --.!!. + !. an cos nx + bn sin nx,

2 n-1)

where)

1
I

\"
1

I

\"

a o = - f(x)dx, an
= - f(x) cosnx dx,

71' -fr 71' -fr)

b n =
; (/(x)

sin nx dx.)

So we have obtained the formula for the computation of the coefficients
of the expansion of a function in trigonometric series, assuming of course
that this expansion is possible.

*

We have established the form of the coefficientsof the expansion (I8)

of the function f(x) by an orthogonal system of functions under the as-

sumptions that this expansion holds. However, an infinite orthogonal

system of functions CP1 , CP2 , ..., CPn ,
...

may turn out to be insufficient for

every function of a Hilbert spaceto have such an expansion..For such an

expansion to be possible, the system of orthogonal functions must satisfy

an additional condition, namely the so-called condition of completeness.
An orthogonal system of functions is called completeif it is impossible

to add to it even one function, not identically equal to zero, that is

orthogonal to all the functions of the system.
It is easy to give an example of an incomplete orthogonal system. For

this purpose we choose an arbitrary orthogonal system, for example that

of the trigonometric functions, and remove one of the functions of the

system, for examplecosx. The remaining infinite system of functions)

I, sin x, cos 2x, sin 2x, ...,cosnx, sin nx,
...)

is orthogonal as before, but of course it is not complete, sincethe function

cos x which we have excluded is orthogonal to all the functions of the
system.

If a system of functions is incomplete, then not every function of a
Hilbert spacecanbe expanded by it. For if we attempt to expand by such

a system a nonzero function Io(x) that is orthogonal to all the functions of
the system, then by (I 8) all the coefficientsturn out to be zero, whereas the
function fo(x) is not equal to zero.

The following theorem holds: If a completeorthonormal system of)

* On trigonometric seriesseealso Chapter XII, \n7.)))
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functions in a Hilbert space q,l(X), q,2(X), ..., q,n(x), ..., is given, then every

functionf(x) can be expanded in a series by functions of this system*)

f(x) = alq,l(x) + a\n2(x) + ... + anq,n(x) + ....)

Here the coefficients an of the expansion are equal to the projectionsof the

vectors f on the elements of the normal orthogonal system)

b

On = (f, q,n) =
f f(x) q,n(x) dx.

a)

Pythagoras' theorem in Hilbert space, which was established in \n2,

enables us to find an interesting relation between the coefficients ak and
the functionf(x). We denote by rn(x) the difference betweenf(x) and the

sum of the first n terms of its series; i.e.,)

rn(x)
= f(x) -

[a1q,1(x) + ... + anq,n(x\302\273).)

The function rn(x) is orthogonal to q,l(X), q,2(X), ..., q,n(x). Let us verify

for example that it is orthogonal to q,l(X), i.e., that f: rn(x) q,l(X) dx = O.

We have)

b b

f
rn(x) q,l(X) dx =

f [f(x) -
alq,l(x)

- a 2q,2(x)
- ... -

anq,n(x\302\273) q,l(X) dx
a a)

b b
=

f f(x) q,l(X) dx - al f q,\n(x) dx. t
a a

Since a1 = r f(x) q,l(X) dx, and r q,\n(x) dx = 1, it follows from this that
a a

b .

f r n(x'yPt{x) dx = O.
a

Thus, in the equation)

f(x) = alq,l(x)+ a\n2(x) + ... + anq,n(x) + rn(x) (19))

the individual terms on the right-hand side are orthogonal to each other.

Hence, by Pythagoras' theorem as formulated in \nl, the square of the

length of f(x) is equal to the sum of the squares of the lengths of the
summands of the right-hand side in (19); i.e.,)

b b

f

b

f

b

f
J2(x) dx =

f [alq,l(x\302\273):.! dx +
... + [an q,n(x\302\273)2dx + r\n(x) dx.

a a a a)

* This series is related to its sum in the sense defined in formula (16).
t The remaining integrals are equal to zero,becausethe functions 4>k(X) are orthogonal

to each other.)))
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Since the system of functions 4>1,4>2' ..., 4>n is normalized [equation (14)],
we have)

f

b
2

b

f (x) dx =
a\n + a: + ... + a\n +

f r\n(x) dx.
a a)

(20))

The series L: 1 ak4>k(x) converges in mean. This means that)

b

f
[f(x)

- al 4>l(x)
- .,. - an 4>n(x)]2 dx -- 0,

a)

i.e., that)

b

f
r\n(x) dx -- O.

a)

But then we obtain from the formula (20) the equation)

ex., b

\n a%
=

f f2(X) d'(, *

k=1 a)
(21))

which states that the integral of the square of a function is equal to the
sum of the squares of the coefficients of its expansion by a closed

orthogonal system of functions. If the condition (21) holds for an arbitrary

function of the Hilbert space, it is called the condition of completeness.
We wish to draw attention to the following important question. Which

numbers ak can be the coefficients of the expansion of a function in Hilbert

space? The equation (21) asserts that for this purpose the series L':1 a\n

must converge. Now it turns out that this condition is also sufficient; i.e.,

a sequence of numbers ak is the sequence of coefficients of the expansion

by an orthogonal system of functions in Hilbert space if and only if the
. \ntO 2

serIes \"\"'k=1 a k converges.

We remark that this fundamental theorem holds if Hilbert space is
interpreted as the collection of all functions with integrable square in the
sense of Lebesgue(see\n2). If we were to confine ourselves in Hilbert

space, for example, to the continuous functions, then the solution of the

problem as to which numbers ak can be the coefficientsof an expan-

sion would become unnecessarily complicated.
The arguments given here are only one of the reasons that have led to

the use of an integral in a generalized (Lebesgue) sensein the definition of

Hilbert space.)

*
Geometrically, this means that the square of the length of a vector in Hilbert

space is equal to the sum of the squares of its projections onlo a complete system of
mutually orthogonal directions.)))
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\n4. Integral Equations

In this section the reader will become acquainted with one of the most
important and, historically, one of the first branches of functional analysis,
namely the theory of integral equations, which has also played an essential
role in the subsequent development of functional analysis. Quite apart from
internal requirements of mathematics [for example, boundary problems
for partial differential equations (Chapter VI)], various problemsof
physics were of great importance in the development of the theory of
integral equations. Side by side with differential equations, the integral
equations are, in the 20th century, one of the most important means of

the mathematical investigation of various problemsof physics. In this

section we shall give a certain amount of information concerning the

theory of integral equations. The facts we shall explain here are closely
connected and have essentially sprung up (directly or indirectly) in

connection with the study of small oscillations of elastic systems.)

The problem of small oscillations of elastic systems. We return to

the problem of small oscillationsdiscussedin \n2. Let us find eq uations that

describe such oscillations. For the sake of simplicity we assume that we
are dealing with the oscillation of a
linear elastic system.As examples of A
such systems we can take, say, a 0
string of length 1 (figure 8) or an
elasticrod (figure 9). We shall assume
that in the position of equilibrium
our elastic system is situated along the

segment 01 of the x-axis. We apply a
unit force at the point x. Under the

action of this force all the points of
the system receive a certain displacement. The displacement arising at

the point y (figure 8) is denoted by k(x, y).)

y x) B

1)

FIG. 8.)

f f

c
l

..

c.
1

:..

A B A B
I I , I

0 X 0 x+h L

FIG. 9.)

The function k(x, y) is a function of two points: the point x at which

the force is applied, and the point y at which we measure the displacement.
It is called the influence function (Green's function).)))
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From the law of conservation of energy, we can deduce an important
property of the Green's function k(x, y), namely the so-calledreciprocity

law: The displacement arising at the point y under the action of a force

applied at the point x is equal to the displacement arising at the point x
under the action of the same force applied at the point y. In other words,

this means that)

k(x, y) = k(y, x).) (22))

Let us find, for example, the Green's function for the longitudinal
oscillations of an elasticrod (in figure 8 we have illustrated other transverse
displacements).We consider a rod AD of length fixed at the ends (figure 9).
At the point C we apply a force/acting in the direction of B. Under the
action of this force the rod is deformed and the point C is shifted into the

position C. We denote the magnitude of the shift of C by h. Let us find

the value of h. By means of h we can then find the shift at an arbitrary

point y. For this purpose we shall make use of Hooke'slaw, which states

that the force is proportional to the relative extension (i.e., to the ratio of
the amount of displacement to the length). A similar relation holds for

compressions.

Under the action of the force/ the part AC of the rod is stretched.
We denote the reaction arising here by Tl' At the same time the part CD

of the rod is compressed, giving rise to a reaction T2 . By Hooke's law)

h h
Tl = K -, T2 = K -

x I-x')

where K is the coefficient of proportionality that characterizes the elastic

properties of the rod. The position of equilibrium of the forces acting at
the point C gives us)

h h
/=K-+K-,

X I-x)
i.e.,)

Kilo

/ =
x(l -

x))

Hence)

/h = - x(l- x).
KI)

In order to find the displacement arising at a certain point yon the segment
AC, i.e., for y < x, we note that it follows from Hooke's law that under

an extension of the rod the relative extension (i.e., the ratio of the
displacement of the point to its distance from the fixed end) does not

depend on the position of the point. We denote the displacement of the

point y by k.)))
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Then by comparing the relative displacements at the points x and y we

obtain)
k _ h.
Y

-
x')

hence)

k = h \n = L y(l - x) for y < x.
X KI)

Similarly, if the point lies on the segment CB(y > x), we obtain)

l-y fk = h - = -
x(l

- y).1- X KI)

Bearing in mind that the Green's function k(x, y) is the displacement at
the point y under the action of a unit force applied at the point x, we
obtain that on the longitudinal oscillations of an elastic rod the Green's
function has the form)

k(x, y) =)
\n y(l - x) for y < x,
KI)

1- x(l -
y) for y > X.

KI)

In a more or less similar way we could have found the Green's function

for a string. If the tension of the string is T and the length I, then under

the action ofa unit force applied at the point x the string assumes the form

illustrated in figure 8, and the displacement k(x, y) at the point y is given
by the formula)

k(x, y) =)

1
TI x(/ -

y),

1

Tl
y(l -

x),)

for x < y,)

for x > y,)

which coincides with the Green's function for the rod which we have
derived.

In terms of the Green's function we can express the displacement of
the system from its position of equilibrium provided that it is acted upon
by a continuously distributed force of density f(y). Since on an interval
of length Lly there acts a forcef(y) Lly, which we can regard approximately
as concentrated at the point y, under the action of this force at the point
x there arisesa displacement k(x, y)f(y) Lly. The displacement undel the

action of the whole load is approximatelyequal to the sum)

\n k(x, y)f(y) Lly.)))
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Passing to the limit for Lly -- 0 we obtain that the displacement u(x)
at the point x under the action of the force f(y) distributed along the

system is given by the formula)

u(x) =
r k(x,y)f(y) dy.

a)
(23))

Let us assume that our elastic system is not subject to the action of

external forces. If it is displaced from its position of equilibrium, it then

begins to move. These motions are called the free oscillations of the

system.
Now let us write down in terms of the Green's function k(x, y) the

equation that the free oscillations of the elastic system in question have to

obey. For this purpose we denote by u(x, t) the displacementfrom the

position of equilibrium at the point x and the instant of time t. Then the
acceleration of x at the time t is equal to 02U(X, t)jot

2
.

If p is the linear density of the field, i.e., p dy the mass of the element

of length dy, then we obtain by a fundamental law of mechanics the

equation of motion by replacing in (23) the force f(y) dy by the product
of the mass and the acceleration[02U(Y, t)jot

2
] P dy taken with the opposite

sign.

Thus, the equation of the free oscillations has the form)

f

b
o2U(Y, t)

u(x, t) = -
a

k(x, y) ot 2 P dy.)

An important role in the theory of oscillationsis played by the so-called

harmonic oscillations of the elastic system, i.e., the motions for which)

u(x, t) = u(x) sin wt.)

They are characterized by the fact that every fixed point performs harmonic
oscillations(moves according to a sinusoidal law) with a certain frequency

w, and that this frequency is one and the same for all the points x.

Later on we shall see that every free oscillation is composedof harmonic

oscillations.

We set)

u(x, t) = u(x) sin wt)

in the equation of the free oscillationsand cancel sin wt. Then we obtain
the following equation to determine the function u(x))

b

u(x)
= pw

2
f k(x, y) u(y) dy.

a)
(24))))
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Such an equation is called a homogeneous integral equation for the

function u{x).
Obviouslythe equation (24) has for every w the uninteresting solution

u{x) == 0, which corresponds to the state of rest. Those values of w

for which there exist other solutions of the equation (24), different from

zero, are called the eigenfrequencies of the system.

Since nonzero solutions do not exist for every value of w, the system
can perform free oscillations only with definite frequencies. The smallest
of these is called the fundamental tone of the system, and the remaining

ones are overtones.
Now it turns out that for every system there existsan infinite sequence

of eigenfrequencies, the so-called frequency spectrum)

WI' W2 , \"., W n ,
...)

The nonzero solution un(x) of the equation (24) correspondingto the

the eigenfrequency Wn gives us the form of the corresponding characteristic

oscillation.

For example, if the elastic system is a string stretched between the
points 0 and I and fastened at these points, then the possible frequencies
of the characteristic oscillationsof the system are equal to)

7T 7T 7T 7T

aT,
2a

T,
3a T' ''',naT' ...,)

where a is a coefficient depending on the density and the tension of the)

u
u

oh >- x

u
u)

o)
x) x)

FIG. 10.)))
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string, namely, a = V T/p. The fundamental tone is here WI
=

a(7Tf/),

and the overtones are W2
= 2w 1 'W 3

= 3wI , ..., W n
= nWI' The form of

the corresponding harmonic oscillations is given by the equation)

( )
. n7T

Un X = SIn
T

X)

and are illustrated for n = I, 2, 3, 4 in figure 10.

So far we have discussedfree oscillations of elastic systems. Now if an
exterior harmonic force acts on the elastic system during the motion,

then, in determining the harmonic oscillations under the action of this

force, we arrive at the function u(x) at the so-called inhomogeneous
integral equation)

b

u(x)
= pw

2
f k(x, y) u(y) dy + h(x).

a)
(25))

Properties of integral equations. Previously we have become ac-
quainted with examples of integral equations)

b

f(x)
= A

f k(x, y)f(y) dy (26)
a)

and)

b

f(x)
= A

f k(x, y)f(y) dy + h(x),
a)

(27))

the first of which was obtained in the solution of the problem on the free
oscillations of an elastic system, and the second in the discussion of forced

oscillations, i.e., oscillations under the action of external forces.
The unknown function in these equations is f(x). The given function

k(x, y) is called the kernel of the integral equation. The equation (27) is
called an inhomogeneous linear integral equation, and the equation (26) is
homogeneous. It is obtained from the inhomogeneous one by setting

h(x) = O.

It is clear that the homogeneous equation always has the zero solution,

i.e., the solutionf(x) = O.A close connection exists between the solutions,
of the inhomogeneous and the homogeneous integral equations. By way
of example wemention the following theorem: If the homogeneous integral

equation has only the zero solution, then the corresponding inhomo-

geneous .equation is soluble for every function h(x).
If for a certain value A a homogeneous equation has the solution f(x),

not identically equal to zero, then this value A is called an eigenvalue and
the corresponding solution f(x) an eigenfunction. We have seen earlier)))
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that when an integral equation describes the free oscillationsof an elastic

system, then the eigenvalues are closelyconnected with the frequencies

of the oscilIations of the system (namely A = pw
2

). The eigenfunctions
then give the form of the corresponding harmonic oscillations.

In the problems on oscillations it followed from the law of conservation
of energy that)

k(x, y) = key, x).) (28))

A kernel satisfying the condition (28) is called symmetric.

The eigenfunctions and eigenvalues of an equation with a symmetric

kernel have a number of important properties. One can prove that such an

equation always has a sequenceof real eigenvalues)

AI' A2 , ..., An ,
... .)

To every eigenvalue there correspond one or several eigenfunctions.

Here eigenfunctions corresponding to distinct eigenvalues are always

orthogonal to each other. *

Thus, for every integral equation with a symmetric kernel the system

of eigenfunctions is an orthogonal system of functions. There arises the

question of when this system is complete, i.e., when can every function

of the Hilbert spacebe expanded in a series by a system of eigenfunctions

of the integral equation. In particular, if the equation)

b

f
k(x, y)f(y) dy = 0

a)
(29))

is satisfied for fey) == 0 only, then the system of eigenfunctions of the

integral equation)
b

A
f

k(x, y)f(y) dy
= f(x)

a)

is a complete orthogonal system.t

Thus, every function f(x) with integrable square can in this case be

expanded in a series by eigenfunctions. By discussing various types of
integral equations, we obtain a general and powerful method of proving)

* The laUer statement will be proved in the next section.
t In the case when k(x, y) is the Green's function of an elaslic system, the equation (29)

assumes a simple physical meaning. In fact [see formula (23)] we have seen that under
the action of a force f(y) distribuled along the system the displacement of the system
from the position of equilibrium is expressed by the formula u(x) = J: k(x, y)f(y) dy.

Thus, the condition (29) signifies thaI every nonzero force takes Ihe system out of its
position of equilibrium.)))
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that various important orthogonal systems are closed, i.e., that the

functions are expandable in series by orthogonal functions. By this method

we can prove the completeness of the system of trigonometric functions,
of cylinder functions, spherical functions, and many other important

systems of functions.

The fact that an arbitrary function can be expanded in a series by

eigenfunctions means in the case of oscillations that every oscillation can

be decomposed into a sum of harmonic oscillations. Such a decomposition
yieldsa method that is widely applicable in solving problems on oscillations
in various domains of mechanics and physics (oscillationsof elasticbodies,
acoustic oscillations, electromagnetic waves, etc.).

The development of the theory of linear integral equations gave the

impetus to the creation of the general theory of linear operators of which

the theory of linear integral equations forms an organic part. In the last

few decades the general methods of the theory of linear operators have
vigorously contributed to the further development of the theory of integral

equations.)

\n5. Linear Operators and Further Developments of Functional Analysis

In the preceding section we have seen that problems on the oscillations
of an elastic system lead to the search for the eigenvaluesand eigen-

functions of integral equations. Let us note that these problems can also
be reducedto the investigation of the eigenvalues and eigenfunctionsof
linear differential equations.

*
Many other physical problems also lead to

the task of computing the eigenvalues and eigenfunctions of linear

differential or integral equations.
Let us give one more example. In modern radio technology the so-called

wave guides are widely used for the transmission of electromagnetic

oscillations of high frequencies, i.e., hollow metallic tubes in which

electromagnetic waves are propagated.It is known that in a wave guide
only electromagnetic oscillations of not too large a wave length can be

propagated. The search for the critical wave length amounts to a problem

on the eigenvalues of a certain differential equation.

Problems on eigenvalues occur, moreover, in linear algebra, in the

theory of ordinary differential equations, in questions of stability, etc.

So it became necessary to discussall these related problems from one
single point of view. This common point of view is the general theory of
linear operators.Many problems on eigenfunctions and eigenvalues in

various concrete cases came to be fully understood only in the light of)

* See Chapter VI, \n5.)))
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the general theory of operators. Thus, in this and a number of other
directions the general theory of operators turned out to be a very fruitful

research tool in those domains of mathematics in which it is applicable.
In the subsequent development of the theory of operators, quantum

mechanics played a very important role, since it makes extensive use of
the methods of the theory of operators. The fundamental mathematical
apparatus of quantum mechanics is the theory of the so-calledself-adjoint

operators. The formulation of mathematical problems arising in quantum

mechanics was and still is a powerful stimulus for the further development

of functional analysis.
The operator point of view on differential and integral equations turned

out to be extremely useful also for the development of practical methods
for approximate solutions of such equations.)

Fundamental concepts of the theory of operators. Let us now proceed

to an explanation of the fundamental definitions and facts in the theory
of operators.

In analysis we have come across the conceptof a function. In its simplest
form this was a relation that associates with every number x (the value of
the independent variable) a number y (the value of the function). In the

further development of analysis it became necessary to consider relations
of a more general type.

Such more general relationsare discussed,for example, in the calculus
of variations (Chapter VIll), where we associated with every function a

number. If with every function a certain number is associated, then we

say that we are given a functional. As an example of a functional we can

take the association between an arbitrary function y = f(x) (a \n x \n b)

and the arc length of the curve represented by it. We obtain another

example of a functional if we associate with every function y
= f(x)

(a \n x \n b) its definite integral ff(x) dx.
a

If we regard f(x) as a point of an infinite-dimensional space, then a

functional is simply a function of the points of the infinite-dimensional
space. From this point of view the problems of the calculus of variations

concern the search for maxima and minima of functions of the points of
an infinite-dimensional space.

In order to define what we mean by a continuous functional it is

necessary to define first what we mean by proximity of two points of an

infinite-dimensional space. In \n2 we gave the distance between two
functions f(x) and g(x) (points of an infinite-dimensional space) as)

\n (
[fix) -

g(X)]2 dx.)))
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This method of assigninga distance in infinite-dimensional space is often

used, but of course it is not the only possible one. In other problems other
methods of giving the distance between functions may turn out to be

better. We may point, for example, to the problem of the theory of

approximation of functions (see Chapter XII, \n3), where the distance

between functions, which characterizes the measure of proximity of the

two functions f(x) and g(x), is given, for example, by the formula)

max I f(x)
- g(x) I.)

Other methods of giving a distance between functions are used in the

investigation of functionals in the calculus of variations. Distinct methods
of giving the distance between functions lead us to distinct infinite-

dimensional spaces.

Thus, various infinite-dimensional (functional) spaces differ from each

other by their set of functions and by the definition of distance between

them. For example, if we take the set of alI functions with integrable

square and definedistance as)

\n ([f(x)
-

g(X)]2 dx,)

then we arrive at the Hilbert space that was introduced in \n2; but if we

take the set of alI continuous functions and define distance as
max If(x)-g(x) I, then we obtain the so-calIed space (C).

In the discussion of integral equations we come across expressionsof
the form)

g(x) =
r k(x, y)f(y) dy.

a)

For a given kernel k(x, y) this equation indicates a rule by which every

function f(x) is set in correspondence with another function g(x).
This kind of a correspondencethat relates with one function f another

function g is calIed an operator.
We shalI say that we are given a linear operator A in a Hilbert space

if we have a rule by which we associate with every function.f another

function g. The correspondenceneed not be given for alI the functions of

the Hilbert space. In that case the set of those functionsffor which there

exists the. function g =
Af is calIed the domain of definition of the operator

A (similar to the domain of definition of a function in ordinary analysis).
The correspondenceitself is usualIy denoted as folIows:)

g =
AI) (30))))
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The linearity of the operator means that the sum of the functions 11
and); is associatedwith the sum of All and A);, and the product ofI and

a number ..\\ with the function ..\\AI; i.e.,)

A(fl + 12) =
All + A);) (31))

and)

A(..\\f) =
..\\AI) (32))

Occasionally continuity is also postulated for linear operators; i.e., it

is required that the convergence of a sequence of functions/n to a function

f should imply that the sequence Aln should converge to AI
Let us give examples of linear operators.
I. Let us associate with every function/(x) the function g(x)

= r f(t) dt,a
i.e., the indefinite integral of I The linearity of this operator follows from
the ordinary propertiesof the integral, i.e., from the fact that the integral

of the sum is equal to the sum of the integrals and that a constant factor

can be taken out of the integral sign.

2. Let us associate with every differentiable function I(x) its derivative
j'(x). This operator is usually denoted by the letter D; i.e.,)

j'(x) = D f(x).)

Observe that this operator is not defined for all the functions of the

Hilbert space but only for those that have a derivative belonging to the
Hilbert space.These functions form, as we have said previously, the

domain of definition of this operator.

3. The examples I and 2 wereexamplesof linear operators in an infinite-
dimensional space. But examples of linear operators in finite-dimensional

spaces have occurred in other chapters of this book. Thus, in Chapter III

affine transformations were investigated.If an affine transformation of a

planeof spaceleaves the origin of coordinates fixed, then it is an example
of a linear operator in a two-dimensional, or three-dimensional,space.
The linear transformations of an n-dimensional space introduced in

Chapter XVI now appear as linear operators in n-dimensional space.

4. In the integral equations, we have already met a very important

and widely. applicable class of linear operators in a functional space,
namely the so-called integral operators. Let us choose a certain definite

function k(x, y). Then the formula)

g(x)
=

r k(x, y)f(y) dy
a)))
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associates with every functionfa certain function g. Symbolically we can
write this transformation as follows:)

g =
AI)

The operator A in this case is calledan integral operator. We could mention
many other important examples of integral operators.

In 94 we spoke of the inhomogeneous integral equation)

I(x) = ,\\
r k(x, y)/(y) dy + h(x).

(I)

In the notation of the theory of operators this equation can be rewritten
as follows)

f =
'\\Af + h,) (33))

where ,\\ is a given number, h a given function (a vector of an infinite-

dimensional space), andfthe required function. In the same notation the

homogeneous equation can bewritten as follows:)

I =
'\\AI) (34))

The classical theorems on integral equations, such as, for example, the
theorem formulated in 94 on the connection betweenthe solvability of the

inhomogeneous and the corresponding homogeneous integral equation,

are not true for every operator equation. However, one can indicate certain

general conditions to be imposed on the operator A under which these

theorems are true.
Theseconditions are stated in topological terms and express that the

operator A should carry the unit sphere (i.e., the set of vectors whose
length does not exceed 1) into a compact set.)

Eigenvalues and eigenvectors of operators. The problem of eigen-

values and eigenfunctions of an integral equation to which we were led
by problems on oscillations can be formulated as follows: to find the values
,\\ for which there exist a nonzero function f satisfying the equation)

f(x)
= ,\\

r k(x, y)/(y) dy.
(I)

As before, this equation can be written as follows:)

f=Mf)
or)

1
AI =

y./) (35))))
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Now we shall understand by A an arbitrary linear operator. Then a
vector Isatisfying the equation (35) is called an eigenvectorof the operator

A, and the number 1/>'the corresponding eigenvalue.

Since the vector (I/>'>.f coincides in direction with the vector I (differs

from I only by a numerical factor), the problem of finding eigenvectors

can also be stated as the problem of finding nonzero vectors I that do not

change direction under the transformation A.

This way of looking at the eigenvalues enables us to unify the problem
of eigenvalues of integral equations (if A is an integral operator), differ-

ential equations (if A is a differential operator), and the problem of eigen-
values in linear algebra (if A is a linear transformation in finite-dimensional

space; see Chapter VI and Chapter XVI). In the case of three-dimensional

space this problem arises in the search for the so-called principal axesof
an ellipsoid.

In the case of integral equations a number of important properties of
the eigenfunctions and eigenvalues(for example the reality of the eigen-
values,the orthogonality of the eigenfunctions, etc.) are consequencesof
the symmetry of the kernel, i.e., of the equation k(x, y) = k(y, x).

For an arbitrary linear operator A in a Hilbert space the analogue of

of this property is the so-calledself-adjointnessof the operator.

The condition for an operator A to be self-adjoint in the general case is
that for any two elements 11 and/ 2 the equation)

(All '/2) = (/1' A1'2))

holds, where (All ,h) denotes the scalar product of the vector All and the
vector 12.

In problems of mechanics the condition of self-adjointness of an

operator is usually a consequenceof the law of conservation of energy.
Therefore it is satisfied for operators connected with, say, oscillations

for which there is no loss(dissipation) of energy.

The majority of operators that occur in quantum mechanics are also
self-adjoint.

Let us verify that an integral operator with a symmetric kernel k(x, y)
is self-adjoint. In fact, in this case All is the function .r k(x, Y)/l(Y) dy.

Therefore the scalar product (All '/2)' which is equal t; the integral of
the product of this function with 12, is given by the formula)

(All ,/2) =
r r k(x,y)/l(y)/2(x) dy dx.

a a)

Similarly)

(11, A12) =
r r k(x,y)/lY).ft(x) dy dx.

a a)))
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The equation (All '/2)
= (/1' A12) is an immediate consequenceof the

symmetry of the kernel k(x, y).
Arbitrary self-adjoint operators have a number of important properties

that are useful in the applications of these operators to the solution of a
variety of problems. Indeed, the eigenvalues of a self-adjoint linear

operator are always real and the eigenfunctions corresponding to distinct

eigenvalues are orthogonal to each other.

Let us prove, for example, the last statement. Let ,\\ and ,\\ be two
distinct eigenvalues of the operator A, and 11 and};. eigenvectorscorre-
spondingto them. This means that)

All =
Adl ,

AI2 = AJ2 .)
(36))

We form the scalar product of the first equation (36) by};., and of the

second by 11' Then we have)

(All '/2) = A 1(/1 ,};.),

(A};. '/1) = A 2 (};. ,It).)
(37))

Since the operator A is self-adjoint, we have (All '/2) = (-1f2 '/1)' When

we subtract the second equation (37) from the first, we obtain)

o =
(AI

- A 2 )(/1 '/2)')

Since Al =F A2 , we have (1t'/2) = 0, i.e., the eigenvectors 11 and 12 are
orthogonal.

The investigation of self-adjoint operators has brought clarity into

many concrete problems and questions connected with the theory of

eigenvalues. Let us dwell in more detail on one of them, namely on the

problem of the expansion by eigenefunctions in the case of a continuous

spectrum.

In order to explain what a continuous spectrum means, let us turn

again to the classical example of the oscillation of a string. Earlier we have

shown that for a string of length I the characteristic frequencies of
oscillationscan assume the sequence of values.)

7T 7T 7T
a

I
' 2a I ' ...,na

I
' ....)

Let us plot the points of this sequence on the numerical axis OA. When we

increase the length of the string I, the distance betweenany two adjacent

points of the sequence will decrease, and they will fill the numerical axis)))
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more densely. In the limit, when 1--+ 00, i.e., for an infinite string, the

the eigenfrequencies fill the whole numerical semiaxis A ;:, O. In this case
we say that the system has a continuous spectrum.

We have already said that for a string of length I the expansion in a

series by eigenfunctions is an expansion in a series by sines and cosines
of n(rrjl)x; i.e., in a trigonometric series)

j
'

) au \"\"
'TT

b
' 'TT

(x =
2\"

+ \n a\" cos n
T

x + \"SID n
T

x.)

For the case of an infinite string we can again show that a more or less

arbitrary function can be expanded by sines and cosines. However, since
the eigenfrequenciesare now distributed continuously along the numerical
line, this is not an expansion in a series, but in a so-called Fourier integral)

J

+OO

f(x)
= [A(A) cos AX + B(A) sin AX] dA.

-x,)

The expansion in a Fourier integral was already well known and widely
used in the 19th century in the solutions of various problems of mathe-

matical physics.

However, in more general cases with a continuous spectrum* many

problems referring to an expansion of functions by eigenfunctions were

not properly clarified. Only the creation of the general theory of self-

adjoint operators brought the necessary clarity to these problems.
Let us mention still another set of classical problems that have been

solved on the basis of the general theory of operators. The discussionof
oscillations involving dissipation (scattering) of energy belongs to such
problems.

In this case we can again look for free oscillationsof the system in the

form u(x) cp(/). However, in contrast to the case of oscillations without

dissipation of energy, the function cp(t) is not simply cos WI, but has the

form e-/.:t cos wt, where k > O.Thus, the corresponding solution has the
form u(x)e-/.:t

cos wt. In this case every point x again performs oscillations

(with frequency w), however the oscillations are damped because for

t --+ 00 the amplitude of these oscillations containing the factor e-/.: t

tends to zero.

It is convenient to write the characteristic oscillations of the system in

the complex form u(x)e- w , where in the absence of friction the number A

is real and in the presence of friction A is complex.)

* As examples we can take the oscillations of an inhomogeneous elastic medium

and also many problems of quantum mechanics.)))
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The problem on the oscillations of a system with dissipation of energy

again leads to a problem on eigenvalues, but this time not for self-adjoint
operators. A characteristic feature here is the presence of complexeigen-
values indicative of the damping of the free oscillations.

Using a method of the theory of operators in conjuntion with methods

of the theory of analytic functions M. V. Keldys investigated this class
of problems in 1950-1951 and proved for it the completeness of the

system of eigenfunctions.)

Connection of functional analysis with other branches of mathematics
and quantum mechanics. We have already mentioned that the creation

of quantum mechanics gave a decisive impetus to the development of
functional analysis. Just as the rise of the differential and integral calculus
in the 18th century was dictated by the requirements of mechanics and
classical physics,so the development of functional analysis was, and still is,

the result of the vigorous influence of contemporary physics, principally of

quantum mechanics. The fundamental mathematical apparatus of

quantum mechanics consists of the branches of mathematics relating
essentially to functional analysis. We can only briefly indicate the con-

nections existing here, because an explanation of the foundations of
quantum mechanics exceeds the framework of this book.

In quantum mechanics the state of the system is given in its mathematical

description by a vector of Hilbertspace.Such quantities as energy, impulse,
and moment of momentum are investigated by means of self-adjoint

operators. For example, the possible energy levels of an electron in an

atom are computed as eigenvaluesof the energy operator. The differences
of these eigenvalues give the frequencies of the emitted quantum of light

and thus define the structure of the radiation spectrum of the given

substance. The corresponding states of the electron are here describedas
eigenfunctions of the energy operator.

The solution of problemsof quantum mechanics often requires the

computation of eigenvalues of various (usually differential) operators.
In some complicatedcasesthe precise solution of these problems turns

out to be practically impossible. For an approximate solution of these

problems the so-called perturbation theory is widely used, which enables

us to find from the known eigenvalues and functions of a certain self-

adjoint operator A the eigenvalues of an operator A} slightly different
from it. We mention that the perturbation theory has not yet received a

full mathematical foundation, which is an interesting and important
mathematical problem.

Independently of the approximate determination of eigenvalues,we can

often say a good deal about a given problem by means of qualitative)))
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investigation. This investigation proceeds in problems of quantum
mechanics on the basis of the symmetries existing in the given case. As

examples of such symmetries we can take the properties of symmetry of

crystals, sphericalsymmetry in an atom, symmetry with respect to rotation,
and others. Sincethe symmetries form a group (see Chapter XX),the group

methods (the so-called representation theory of groups)enables us to

answer a number of problems without computation. As examples we

may mention the classificationof atomic spectra, nuclear transformations,
and other problems. Thus, quantum mechanics makes extensive use of
the mathematical apparatus of the theory of self-adjoint operators. At

the same time the continued contemporary development of quantum

mechanics leads to a further development of the theory of operators by

placing new problems before this theory.

The influence of quantum mechanics and also the internal mathematical

developments of functional analysis have had the effect that in recent

years algebraic problems and methods have played a significant role in

functional analysis. This intensification of algebraictendenciesin contem-

porary analysis can well be compared with the growth of the value of
algebraic methods in contemporary theoretical physics in comparison

with the methods of physicsof the 19th century.

In conclusion, we wish to emphasize once more that functional analysis

is one of the rapidly developing branches of contemporary mathematics.
Its connections and applications in contemporary physics, differential

equations, approximate computations, and its use of general methods

developed in algebra, topology, the theory of functions of a real variable,

etc., make functional analysis one of the focal points of contemporary
mathematics.)
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CHAPTER) xx)

GROUPS AND OTHER

ALGEBRAIC SYSTEMS)

\nI. Introduction

In Chapter IV, which deals with the algebra of polynomials, we have

already talked of the main lines of development of algebra, its place
among other mathematical disciplines, and of the changes in the views

on the very subject-matter of algebra.The aim of the present chapter is
to give the reader an idea of those new algebraic theories that have sprung
up in the last century, but have only been fully developed in the present
one and have made a deep impact on the contemporary mathematical

research.

Contemporary, as well as classical, algebra is the study of operations,
of rules of computation. But it is not restricted to the study of properties

of operations on numbers, since it strives to study the properties of
operations on elements of a far more general nature. This tendency is

dictated by practical requirements. For example, in mechanics we add

up forces, velocities,or rotations. In linear algebra (see Chapter XVI),
whose ideas and methods have wide application in practical calculations,

the domains of operationsare matrices, linear transformations, or vectors
of an n-dimensionalspace.

The theory of groups plays a particularly prominent role in con-

temporary algebra,and a large part of this chapter is devoted to it. Among
other algebraic theories, we shall dwell on the theory of hypercomplex

systems, which is a necessary and important stage in the historical process
of the development of the concept of nu mber. Of course, these two theories
do not exhaust by any means the content of contemporary algebra, but

they illustrate rather well its ideas and methods.

263)))
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The theory of groups has arisen from the necessity of finding an

apparatus for investigating such important regularities of the real world
as, for example, symmetry.

A knowledge of the symmetry properties of geometric bodies or other
mathematical or physical objects sometimes gives us a key to the clarifica-

tion of their structure. However, although the concept of symmetry is

altogether intuitive, an accurate and generaldescriptionof what symmetry

is, and in particular a quantitative account of the properties of symmetry,

requires use of the apparatus of the theory of groups.
The theory of groups aroserather long ago, at the end of the 18th and

the beginning of the 19th century. Originally it was developed only as an
auxiliary apparatus in problems on the solution by radicals of equations
of higher degree. This was due to the fact that precisely in this problem
it was first observed that properties of equivalence, of symmetry of the
roots of the equation, are fundamental for the solution of the whole
problem. In the course of the 19th and 20th centuries the important role

of the laws of symmetry appeared in many other branches of science;
geometry, crystallography, physics, and chemistry. This led to a wide

propagation of the methods and results of the theory of groups.
Since every domain of application presented its own peculiar problems
to the theory of groups, the growing number of these domains also exerted
the opposite effect, in giving rise to new branches of the theory of groups,
and the result of all this is that the contemporary theory of groups, which

is a single entity in its essential concepts, actually splits into a number of

more or less independent disciplines:the general theory of groups, the

theory of finite groups, the theory of continuous groups,of discretegroups

of transformations, the theory of representationsand characters of groups,
and so forth. In their gradual evolution, the methods and concepts of the

theory of groups turned out to be important not only for the investigation

of the laws of symmetry but also for the solution of many other problems.
In our time the conceptof a group hasbecomeoneof the most important

general concepts of modern mathematics, and the theory of groups has
assumed a conspicuousplace among the mathematical disciplines.

Outstanding contributors to the development of the theory of groups and

its applications were E. S. Fedorov,O.Ju.Smidt, and L. S. Pontrjagin. The
researchesof Soviet mathematicians in the realm of group theory occupy

a leading place in the present-day development of this theory.)

\n2. Symmetry and Transformations

The simplest forms of symmetry. We begin with an account of the

simplest forms of symmetry with which the reader is familiar from everyday)))
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life. One of these is the mirror symmetry of geometric bodies or the

symmetry with respect to a plane.
A point A in space is called symmetrical to a point B with respect to a

plane ex (figure I) if the plane intersects the segment AB perpendicularly
at its midpoint. We also say that B is the mirror image of A in the plane
ex. A geometric body is calIed symmetric with respect to a plane if the

plane divides the body into two parts each of which is the mirror image of
the other in the plane. The plane itself is then called a plane of symmetry
of the body. Mirror symmetry is often encountered in nature. For example,
the form of the human body, or of the body of birdsor animals, usually

has a plane of symmetry.

Symmetry with respect to a line is definedin a similar way. We say that

the points A, B lie symmetrically with respect to a line if the line intersects
the segment AB at its midpoint and is perpendicular to AB (figure 2).)

A) B) A) B)

FIG. 1.) FIG. 2.)

A geometric body is said to be symmetrical with respect to a line or to
have this line as an axis of symmetry of order 2 if for every point of the

body the symmetrical point also belongs to the body.

A body having an axis of symmetry of order 2 comes into coincidence
with itself when the body is rotated around this axis by a half rotation,
i.e., by an angle of 180\302\260.

The concept of an axis of symmetry can be generalized in a natural

way. A line is called an axis of symmetry of order n for a given body if

the body comes into coincidence with itself on rotation around the axis

by an angle l/n 360\302\260.For example, a regular pyramid whose base is a

regular n-gon has the line joining the vertex of the pyramid to the center
of the base(figure 3) as an axis of symmetry of order n.)))
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A line is called an axis of rotation of a body if the body comes
into coincidence with itself on rotation around the axis by an arbitrary

angle. For example, the axis of a cylinder

or a cone, or any diameter of a sphere,
is an axis of rotation. An axis of rotation
is also an axis of symmetry of every order.

Finally, an important type of symmetry is

symmetry with respect to a point or central

symmetry. Points A and B are called sym-
metrical with respect to a center 0 if the
segment joining A and B is bisected
at O. A body is called symmetrical with

respect to a center 0 if all its points fall into

pairs of points symmetrical with respect to O.

Examples of centrally symmetric bodies are

the sphere and the cube, whose centers are
their center of symmetry .(figure 4).

A knowledge of all the planes, axes, and

centers of symmetry of a body gives a fairly

complete idea of its symmetry properties.

But the concept of symmetry has a meaning not only when applied

to geometric figures. For example, the statement that in the polynomial
x\n + x: + x: + x: the variables Xl' X2 , X 3 , X4 occur symmetrically has

a perfectly clear meaning; also that in the polynomial x\n + x\n + x\n + x:
the variables Xl and X4 , X2

and X3 occur symmetrically,
whereas for example, the

variables Xl and X2 play

different roles. The number
of suchexamplescould easily

be increased. This prompts
us to raise the important

question: What is symmetry
in general and how can we
take account mathematically

of the relation of symmetry?
Now it turns out that a precise answerto this question is connected with the

concept of transformation, which has already occurred many times in

this book, right from the very first chapters. In order to be in a position to

give a generaldefinition of symmetry comprising such heterogeneous cases
as the symmetry of spatial bodies and the symmetry of polynomials, it is

necessary to formulate the conceptof transformation in a very general way.)

FIG. 3.)

FIG. 4.)))
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Transformations. Let M denote a finite or infinite collection of
completelyarbitrary objects, For example, M may be the set of numbers

1,2, ..., n, the set of independent variables Xl ,X 2 , Xa, X4 , or the set of
all points of a plane. If with every element of M a well-definedelement of

the same set is associated, then we say that a transformation of M is given.

Every transformation of a finite set M can be given by means of a table

consisting of two rows: In the upper row we write the names of the elements
of M in an arbitrary order and below each of them we write the name of
the elementcorrespondingto it. For example, the.table)

(

I 2 3 4

)232 I)

denotes the transformation of the set of numbers I, 2, 3, 4 in which the

numbers 1,2,3,4 go over, respectively, into the numbers 2,3,2, 1. When

we set out in the upper row the numbers I, 2, 3, 4 in the order 3, 4, I, 2,
then we can write the same transformation also in form of the table)

(

3 4 1 2
)2 I 2 3

.)

If the set M is infinite, but its elements can be counted (enumerated),
then the transformation can be given in a similar way be setting out the
elements in a single row (for example, if M is the set of all natural numbers
1,2, 3, ...).

In studying transformations it is necessary to introducea comprehensive

notation for them. We shall denote transformations simply by letters

A, B, etc., and if some transformation of the set M is denoted by the letter

A, then we denote by mA, where m is an arbitrary element of M, the image
of the element m, i.e., that element into which M goes over, under the
transformation A. Suppose, for example, that)

A =
(\n

\n ; \n)
; then IA = 2, 2A = 3, 3A = 2, 4A = I.)

Let us indicate some transformations that play an important role in

geometry.

We draw an arbitrary line a in space and associate with every point P of

space the point Q obtained by rotating the point P around the axis a by
a fixed angle 4> (figure 5). In this way we have defined a transformation of
the set of all points of space, the so-called rotation of space by the angle 4>

around the axis a.
Observe that the word \"rotation\" in mechanics denotes a certain process

as a result of which the points of the body assumea new position. Here we)))
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have used the term \"rotation\" in the sense of a transformation of space.
We abstract from the actual process of motion and consider only its final

result, namely the correspondence between the initial and the final position
of the points.

Another important transformation of space is the parallel shift of all

the points in a given direction by a given distance. From figure 6, in which)

p)

03)

a)

,
,

,)

o)

FIG. S.) FIG. 6.)

we have indicated for arbitrary points PI' PZ' Pa the corresponding
points QI , Qz , Qa , it is clear that when we know the corresponding point
of only one point of space in a parallel shift, then we can find the cor-

responding points for all other points of space.
Earlier we have defined the concepts of a plane of symmetry and of an

axis and center of symmetry of a figure in space. To eachof theseconcepts
there corresponds a definite transformation of space: a reflection in the

plane, a rotation around the line, and a reflection with respect to the center.
For example,a reflection in a plane is the transformation in which every

point of space is associatedwith its symmetrical point with respect to the
plane. A rotation around the line and a reflection with respect to the center
are similarly defined.

So far we have talked of transformations of space. The corresponding
transformations of a plane:rotation of the plane around a point by a given

angle, a parallel shift of the plane in itself in a given direction, and a
reflection with respect to a line lying in the plane, all these are similarly

defined and are even more intuitive than the corresponding transforma-
tions of space.)

One-to-one transformations. In discussing all possible transformations
of one and the same set, we must first of all observe the fundamental
differencebetween one-to-one transformations of the set onto itself and

transformations that are not one-to-one. A transformation A of a set M)))
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is called a one-to-onetransformation of the set onto itself if not only to

every element of M there correspondsa definite unique element of M (this
is part of the definition of transformation) but if also for every elementy
of M there exists one and only one element x that goes over into y. In

other words, a transformation A is one-to-one if the \"equation\" xA = y
has one and only one \"solution\" x in M for every y in M.

All the transformations of space considered here, reflections, rotations

and translations, are one-to-one, since in these cases not only is there
for every point X a point into which X goes over but there is also a

unique point that goes over into X.
It is easy to give examples to the contrary; thus, the transformation of

the set of numbers I, 2, 3, 4, given by the table)

(

1 2 3 4

)2 1 2 3)

is not one-to-one, since in it no number goes over into 4. The trans-

formation of the set of all natural numbers 1,2,3, \"., given by the table)

(

I 2 3 4 5 6 ...
)I I 2 2 3 3 ...)

is also not one-to-one. Although here for every number n there is the number
2n that goes over into it, the number 2n is not the only one having this

property, since 2n - I also goes over into n. For transformations given by

tables it is very easy to establisha criterion under with the transformation is
one-to-one. For this it is obviously necessary and sufficient that the lower

line of the table should contain every element of the set once and once
only. Occasionally in mathematics one discusses transformations that are

not one-to-one. For example, the great importance of the operation of

projecting a spaceonto a plane is well known. This transformation is not
one-to-one,becausein it every point is the projection not of one but of a

whole series of points of space.But in the majority of cases it is convenient

to deal only with one-to-one transformations; these transformations, in
.

particular, playa fundamental role when physical processes are considered
under which the elements of the system in question are not merged with

one another, not annihilated and not created.
Henceforth in talking of transformations we shall tacitly assume that

they are one-to-one; they are also often called permutations, especially
when we are dealing with transformations of a finite set.

For every (one-to-one) transformation A of a set M onto itself, we can
easily define an inverse transformation A-I. If A carries an arbitrary
element x of Minto y, then the transformation carrying y into x is called)))
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the inverse transformation to A and is denoted by A-I. For example, if)

(

I 2 3 4

)
A= 2341')

then)

A-I =

(

2 3 4 1

)
=

(
I 2 3 4

)
.

1234 4123')

if A is a rotation of space around an axis by an angle cp, then A-I is the
rotation around the same axis by the angle cp in the opposite direction,
etc.

Occasionallyit happens that the inverse transformation coincideswith

the given one. In particular, reflectionswith respect to a plane or a point

in space have this property. So has the permutation)

_

(

2 1 4 3

)
. -1 __

(

I 2 3 4

)
_

(
2 I 4 3

)
A -

I 2 3 4
' smce A -

2 1 4 3

-
1 2 3 4

.)

Note that we cannot speak of an inverse transformation for those that

are not one-to-one, because an individual element may be such that no

elements or several elements go over into it.)

The general definition of symmetry. In mathematics and its applica-
tions it is very rarely necessary to consider all transformations of a given
set. The fact is that the sets themselves are rarely thought of as merely the
collections of their elements completely disconnected from one another.
This is natural, because the sets that are discussed in mathematics are
abstract images of real collections, whose elements always stand in an

infinite variety of interrelations with each other, and of connections with

what is going on beyond the limits of the set in question. But in mathe-

matics it is convenient to abstract from the major part of theseconnections

and to preserve and take into account the most essential one. This compels
us in the first instance to consider only such transformations of sets as
do not destroy the relevant connections of one kind or another between

their elements. These are often called admissible transformations or

automorphisms with respect to the relevant connections between the

elements of the set. For example, for points of space the concept of
distance between two points is important. The presenceof this concept

forges a link between points which consists in the fact that any two points
stand at a definite distance from one another. Transformations that do
not destroy these connections are the same as those under which the)))
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distance between points remains unchanged. These transformations are
called \"motions\" of space.

With the help of the concept of automorphism it is not difficult to give

a general definition of symmetry. Suppose that a certain set M is given,

in which definite connections between the elements are to be taken into
account, and that P is a certain part of M. We say that P is symmetrical
or invariant with respect to the admissible transformation A of M if A

carries every elementof P again into an element of P. Therefore,a sym-

metry of P is characterized by the collection of admissible transformations
of the containing set M that transform P into itself. The concept of sym-
metry of a body in space falls entirely under this definition. The role of
the set M is played by the whole space, the role of admissibletransfor-

mations by the \"motions,\" the role of P by the given body. The symmetry
of P is therefore characterized by the collection of motions under which

P coincides with itself.
The reflections, parallel shifts, and rotations of space around a given

line that we have discussedare specialcasesof motions, because distances

between points obviously remain unchanged under these transformations.

A more detailed investigation shows that every motion of a plane is
either a parallel shift or a rotation around a center or a reflection in a
line or a combination of a reflection in a line with a parallel shift along
that line. Similarly, every motion of space is either a parallel shift or a
rotation around an axis or a spiral motion, i.e., a rotation around an axis

combined with the shift along this axis, or a reflection in a plane combined

with, possibly, a shift along the plane of reflection or a rotation around an
axis perpendicularto this plane.

Parallel shifts, rotations, and spiral motions of space are called proper
motionsor motions of the first kind. The remaining \"motions\" (including

reflections) are known as improper motions or motions of the second kind.

In a plane, motions of the first kind are parallel shifts and rotations,

whereas reflections in a line and reflections combined with a rotation or

a translation are motions of the second kind.

It is easy to imagine how transformations that are motions of the first

kind can be obtained as a result of a continuous motion of space or of a
plane in itself. Motions of the second kind cannot be obtained in this

way, because this is prevented by the mirror reflectionthat occurs in their

formation.
One often says that the plane is symmetrical in all its parts or

that all points of the plane are equivalent. In the strict language
of transformations this statement means that every point of the plane
can be superimposedon any other point by means of a suitable

\"motion.
\)
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The cases of symmetry of bodies or figures discussed previously are

also comprised under the general definition of symmetry. For example,
a body that is symmetrical with respect to a plane ex comes into coincidence

with itself on reflectionin the plane ex; a body that is symmetrical with

respect to a center 0 comesinto coincidence with itself under reflection
in O. Therefore, the degree of symmetry of a body or of a spatial figure

can be completely characterized by the collection of all motions of space
of the first and second kind that bring the body or the figure into coin-

cidence with itself. The greater and more diverse this colIection of motion,
the higher is the degree of symmetry of the body or figure. If, in particular,

this collection contains no motions except the identity transformation,

then the body can be called unsymmetrical.

The degree of symmetry of a square in a plane is characterized by the

collection of motions of the plane that bring the square into coincidence
with itself. But if the square coincides with itself, then the point of

intersectionof itsdiagonalsmust also coincide

C with itself. Therefore the required motions

leave the center of the .square invariant, and

so they are either rotations around the center

or reflections in lines passing through the
N

center. From figure 7 we can easily read

that the square ABCD is symmetrical with

respect to the rotations around its center 0
by angles that are multiples of 90\302\260and also

with respect to reflections in the diagonals

A C, BD and the lines KL, MN. These eight

motions characterize the symmetry of the

sq uare.

The collection of symmetries of a rectangle reduces to a rotation around
the center by 180\302\260and a reflection in the lines that join the midpoints of

opposite sides; and the set of

symmetries of a parallelogram
(figure 8) consists only of the
rotations around the center by

angles that are multiples of 180\302\260,

i.e., of reflections in the center
and the identity transformation.

Previously we have given an

algebraic example of symmetry;

we mentioned that the concept of symmetry of a polynomial in several
variables also has a meaning.

Let us discuss how the symmetry of a polynomial can be characterized.)

B) K)

M)

L)

FIG. 7.)

. !><l

C)

FIG. 8.)))
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We shall say that the permutation of the variables)

A =

(

X 1 ,X 2 '''',Xn

)XiI' Xi 2 , ..., Xin)

or briefly)

A =
(
\n,2:...,n.

)'1, '2, ...,'n)

has been made in the polynomial F(xI , X 2 , ..., x n ) if everywhere in the

polynomial the letter Xl has been replaced by Xi, ' X 2 by Xi., etc. The

polynomial so obtained will be denoted by FA. Thus, if F =
x\n

- 2x 2

+ X3 - X 4 ,

(

I 2 3 4

)
. 2

2A =
3 1 4 2 ' then fA = X3 -

Xl + X4 - X 2 .)

The symmetry of the given polynomial is characterized by the collection

of those permutations of the variables that, when carried out on the

polynomial, leave it unchanged. For example, the symmetry of the poly-

nomial x\n + 2x 2 + x\n + 2X4 is characterized by the four permutations:)

(

I 2 3 4
) (

1 2 3 4

) (

I 2 3 4
) (

I 2 3 4

)1234' 3214' 1432' 3412')

and the symmetry of the polynomial x\n + 2x 2 + x\n + X4 is characterized

by the two permutations:)

(

I 2 3 4

)I 234) (
I 2 3 4

)
and

3 2 1 4 .)

\n3. Groups of Transformations

Multiplication of transformations. In studying properties of trans-
formations it is easy to observe that certain transformations can be
constructed from others. For example, a spiral motion is composed of a
rotation around the axis and a shift along the axis. This process of forming

new transformations from given ones is called multiplication of transfor-

mations. When we apply to an arbitrary element X of a set M sometrans-

formation A and then apply the transformation B to the new element

xA, we obtain the element (xA)B. The transformation that carries X

immediately into (xA)B is called the product of A and B and is denoted

by AB. Therefore, by definition, we have)

x(AB)
=

(xA)B.)))
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Example:)

(

I 2 3 4

) (
I 2 3 4

) (

1 2 3 4

)2341 3412
= 4123')

Since the first permutation carries I into 2 and the second, 2 into 4,
therefore the resulting permutation must carry I into 4, and so forth.

Here are a few more examples:)

(
I 2 3 4

) (

I 2 3 4

)

-1
=

(
I 2 3 4

) (

1 2 3 4

)
=

(

1 2 3 4
)

.
31421324 31421324 2143'

(

I 2 3 4

) (
1 2 3 4

) (

1 2 3 4

) (
I 2 3 4

) (

I 2 3 4

) (
I 2 3 4

)21433124
=

1342; 31242143 = 4213')

The last two examples show that the multiplication of transformations

is, as we say, a noncommutative operation: Its result dependson the order

of the factors. This is also easily verified for the multiplication of motions
of a plane.Suppose, for example, that A is a rotation of the plane by 90\302\260

around the origin 0, and B a parallel

shift by a unit length along the x-axis.
Let us find the image of 0 under

the transformations AB and BA. By

definition we have (figure 9))

y)

QA=P)

--

..................,
,

-

Lk

- Q '\\
. \\

\" \\, ,
,/ \nM x

, ,
'2)

O(AB)
= (OA) B = OB = M,

O(BA) = (OB) A = MA =
N,)---

-,)

i.e., AB =1= BA.

For a closer understanding of the

geometric nature of the transfor-
mation BA, let us consider the point P. We have)

FIG. 9.)

P(BA)
= (PB) A = QA = P,)

i.e., the point P remains unchanged under the transformation BA. Starting
out from this it is easy to show that BA is simply a rotation of the plane

by 90\302\260around P. Similarly)

Q(AB) = (QA)B = PB=
Q,)

and AB is the rotation of the plane by 90\302\260around Q.

The multiplication of motionsof the plane or of space generally follows
rather complicated rules. However, in two important cases the rules of

multiplication are very simple. First, when we multiply rotations ofa plane
around one and the same point or rotations of space around one and the)))
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same line by the angles cp and if, then the resulting transformation is the

corresponding rotation by the angle cp + if. Second, when we multiply
--+- --+-

parallel shifts characterized by the vectors MN and NP, then the product
--+-

is also a parallel shift characterized by the vector MP, i.e., the sum of

the original vectors.
The very term \"multiplication\" of transformations points to a certain

analogy between the multiplication of numbers and the multiplication of

transformations. However, this analogy is incomplete.For example, for

the multiplication of numbers we have the commutative law. But we have

already seen that in the multiplication of transformations this law may be

violated. The secondfundamental law of arithmetic, namely the associative
law, is completely preserved for transformations. In fact, for arbitrary
transformations A, B, C of a set M we have the equation A(BC) = (AB) C.

For if m is an arbitrary element of M, then)

m[A(BC)]
= (mA)(BC) = [(mA) B]C =

[m(AB)] C = m[(AB) C].)

The associativelaw enables us, instead of speaking of the two products

A(BC) and (A B) of the transformations A, B, C, to speak only of the single
product A(BC)

= (AB) C = ABC. The same law shows that the product
of four or more transformations does not depend on the distribution of

parentheses.
Furthermore, among transformationsthere is the one that plays the role

of the number I, this is the identity or unit transformation E, which leaves

every element of M unchanged. Clearly, AE = EA =
A, whatever the

transformation A.
We mention the following important fact: The product of one-to-one

transformations is also one-to-one. For in order to find the element x of
M that is carried by AB into a given element a, it is sufficient to find the

element Xl that is carried by B into a and then to find the element X 2 that

is carried by A into Xl . Since x 2(AB) = (x2A) B = xlA = a, then X 2 is

the required element x.
The product of a transformation A and the inverse transformation A-I

is the unit transformation; i.e.,)

AA-J = A-IA = E.)

This follows immediately from the definition of the inverse transformation.
The example discussedpreviously of the multiplication of a parallel

shift of a plane and a rotation shows that properties of a product of
transformations are not always easily discerned starting from properties
of the factors. However, the product of the transformations of the form)))
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C = B-IAB is an important exception: The properties of Care herevery

simply connected with the properties of A and B. For if an element m of

M is carried by A into n, then the element mB, which is \"shifted\" by means
of B, is carried by C into the \"shifted\" element nB.)

The transformation B-1AB is said to be obtained from A by transforming

it by B or to be conjugate to A by means of B.
Let us transform, for example, a rotation Po of a planearound the point

o by means of a translation V. By the preceding rule, in order to find the

pairs of initial and final positions of points for the transformed motions

C = V-IP O V, we have to shift by means of V the corresponding pairs of
points for the transformation Po .
Since the point 0 in the rotation

Po remains unchanged (figure 10),

the point 0 V will remain un-

changed under the transformation
C. Furthermore, if a point M is

)( carried by Pinto. N, then the
shifted point MV will be carried

by C into the point NV. From

figure 10 it is then clear that the

transformation C is a rotation
around the point 0 V by the same
angle cp as the rotation P.

Similarly, it can be shown that if a translation of the plane characterized
-+

by the vector MN is transformed by means of a rotation Po by the angle cp,

then we obtain again a translation of the plane, characterized by a different

vector.

The previous rule for finding the transformation B-IAB can be
formulated in a very elegant way, when the transformations are given by

tables. Suppose that)

Proof: (mB)B-IAB = mAB = nB.)

y)

N) NV)

MV)

_

(

I 2 ...
n

)

_

(

I 2 ...
n

)
A - , B- bb b

'
a la 2

...
an 1 2'\" n)

then)

(

b b ... b

) (
I 2 ...

n

) (

I 2 ...
n

) (

b b ... b

)
B-IAB = 1 2 n = 1 2 n.

1 2 ...
n a}a 2

...
an blb2

'\" b n balbol
...

ban

')

i.e., in order to transform a permutation A by means of permutation B,)))
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we have to subject all the elements of the upper and of the lower row of A

to the transformation specified by B. For example, if)

(

I 2 3 4 5
) (

I 2 3 4 5

)
A= 35412'

B= 25134')
then)

B-IAB =

(

IB 2B 3B 4B 5B
)

=
(
2 5 I 3 4

)
=

(
I 2 3 4 5

)3B 5B 4B IB 2B 1 4 3 2 5 3 I 2 5 4 .)

Note that although in general the product of two transformations

depends on the order of the factors, in individual cases the products AB

and BA may be one and the same. Then the transformations A and Bare
called permutable or commuting. If AB =

BA, then)

B-IAB = B-IBA = A.)

Thus, the transformation of a permutation by means of another one

commuting with it does not change the given permutation.)

Groups of transformations. The set of transformations that charac-

terizes the symmetry of a certain figure cannot be arbitrary, it must neces-

sarily have the following properties:)

1. The product of two transformationsbelonging to the set also belongs
to the set.

2. The identity transformation belongs to the set.

3. If a transformation belongsto the set, then the inverse transformation
also belongsto the set.)

These properties turn out to be very important for the study of trans-
formations; in view of this, every set of one-to-one transformations of a

set that has these three properties is called a group of transformations of

M, independently of the fact whether this set characterizes the symmetry
of a certain figure or not.

From the point of view of algebra, the properties 1-3 are very important,

since they enable us, starting from certain transformations A, B, C, ...,
belonging to a given set, to form various new transformations of the
form ABAC, A-IBCB-l and so forth, and the properties 1-3 guarantee

that all the transformations so obtained do not carry us beyond the
limits of the given set of transformations.)))
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The number of transformations that form a group is called the orderof
the group; it may be finite or infinite. Accordingly, groups are divided
into finite and infinite. Earlier we discussed the group of symmetry of a

square in a plane. This

group turned out to con-

sist altogether of eight

transformations. On the

other hand, the infinite

set of points A; of the

plane, illustrated in figure
II, is transformed into

itself by the following
motions of the plane:

translations along the axis
OA in either of the two directions by distances that are multiples of OA;
reflections in the dotted lines; reflection in the axis OA. Hence it is clear

that the group of symmetries of this figure is infinite.

The collection of transformations that preserve a certain object, i.e.,
characterize its symmetry, is always a group. This method of giving

groups in the form of symmetry is one of most significance. Very important

groups can be obtained by this principle. Of first importance amongthese
are the groups of motions of a plane and of space. The symmetry groups
of the regular polyhedra are also of great interest.It is known that in space
there exist altogether five types of regular polyhedra (with 4,6, 8, 12 and
20 faces).When we take an arbitrary regular polyhedron and consider all

the motions of space that bring the given polyhedron into coincidence with

itself, we obtain a group, namely the symmetry group of the polyhedron.
If instead of all the motions we consider only the motions of the first

kind that carry the polyhedron into coincidencewith itself, then we obtain

again a group that is part of the full group of symmetries of the polyhedron.

This group is called the group of rotations of the polyhedron. Since in a

superposition of the polyhedron with itself, its center is also superimposed
on itself, all motions that occur in the group of symmetries of the poly-
hedron leave the center of the polyhedron unchangedand can therefore

only be either rotations around axes passing through the center or

reflections in planes passing through the center or, finally, reflections in

such planes combined with rotations around axes passing through the

center and perpendicular to these planes.
With the help of these remarks it is easy to find all the groups of

symmetry and the groups of rotations of the regular polyhedra. In Table I
we have given the order of the symmetry groups and the rotation groups
of the regular polyhedron. All these groups are finite.)

A_I) A,) A3)

.) .) .) .) .) .)

o
I)

A
I) .)

.) .) .) .

Az)

.) .)

A-z) Ao)

FIG. II.)))
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Table 1.)

Number of faces 4
I

6 8 12 20

Order of the symmetry group 24 48 48 120 120

Order of the rotation group 12 24 24 60 60)

Permutation groups. Of all the transformation groups, historically, the

first to be studied in mathematics were the permutation groups of poly-

nomials in the variables Xl , X2 , ..., Xn . The investigation of these groups
iscloselyconnectedwith the problem of solving equations of higher degrees

by radicals. Obviously, the colIection of aII permutations of the variables
that do not change the values of one or several polynomials in these

variables is a group. Polynomials that are unchanged under all permuta-
tions of the variables are called symmetric polynomials. For example,
Xl + X2 + ... + X n is a symmetric polynomial. Accordingly the set of all

permutations of a given set of variables is called the symmetric group of
the permutations of this set.

The number of the variables to be permuted is called the degree of the

symmetric group. Instead of the permutations of the variables Xl , ..., Xn ,

we can simply consider the permutations of the numbers 1,2, ..., n. Since
every permutation of these numbers can be written in the form)

(

I 2 ... n

)a lG 2 ... an
')

where ai' a 2 , ..., an are the numbers 1,2, ..., n written in some order, the
number of all permutations of n elements; i.e., the order of the symmetric

group, is equal to n! = I .2.3 ...
n. This order increases very rapidly

with n and the group of permutations of 10 variables is already of the

order 3,628,800.

Let us consider the polynomial)

F(x l , ..., x n )

= (x 2 -
XI)(X a -Xl)'\" (Xll-XI)(Xa-X2)'\" (Xn -X 2 )... (Xn -X n - l). (I))

It is clear that every permutation of the variables either leaves the value of
the polynomial F unchanged or changes its sign only. Permutationsof the

first kind are called even. Permutationsthat change the sign of F are called
odd.The set of even permutations forms the symmetry group of the poly-
nomial (I). It is called the alternating group.)))
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The product of two even permutations is even, becauseeven permuta-

tions form a group. The product of two odd permutations is an even

permutation.
For if A and B are odd permutations, then)

FAB = (FA)B = (-F)B = -(-F) = F.)

In the same way it can be shown that the product of an even and an
odd permutation is an odd permutation and that the permutation inverse

to an even or an odd permutation is a permutation of the same parity.
An example of an odd permutation is)

S =
(

1,2,3, ..., n

)
,

2,1,3, ..., n)

which interchanges the elements I and 2.)

Decomposition of permutations into cycles. In studying permutation
groups it is very helpful to represent permutations in the form of products
of so-calledcycles.By definition, the symbol (m1 ,m2, \"', mk) denotes the

permutation that carries m 1 into m2 , m2 into ma, ..., mk-l into mk, and

mk again into m 1 and leaves all the remaining elementsof the set in question

unchanged. For example, if we consider permutations of the numbers
I, 2, 3,4, 5, then)

(

1 2 3 4 5

) (
1 2 3 4 5

)
(1,2,3,4,5) =

2 3 4 5 I
' (3,5) =

1 2 5 4 3
.)

A permutation of the form (m 1 ,m 2 , ..., mk) is called cyclicor a cycle

of length k, and m1, m 2 , ..., mk are called the elementsof the cycle. The

unit permutation can be written in the form of cycles (1) = (2) = ... of

length I. Cycles of length 2 are called transpositions. When we permute
the elementsof a cycle in cyclic order, we obtain the same permutation,

for example (1,2,3) = (2,3, I) = (3,1,2),(5,6)
= (6,5).

It is easy to verify that cycles without common elements, for example
(2,3) and (I, 4, 5), are permutable, so that in multiplying such cycles we
need not take the order of the factors in the product into account.

The significanceof cyclesin the general theory is based on the following
theorem: Every permutation can be represented in the form of a product
of cycleswithout common elements, and this representation is unique to

within the order of the factors.)))
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The proof of the theorem is immediately clear from the method of such
a representation.Supposethat we wish to decompose the permutation.)

(
I 2 3 4 5 6

)
A= 456321')

We see that A carries I into 4, 4 into 3, 3 into 6, and 6 into 1. As a result
we have a first factor (1,4,3,6). Of the remaining numbers we consider
the 2 and note that A carries 2 into 5, 5 into 2. Therefore the second

factor is (2, 5). Since all numbers are now accounted for, we have)

(

I 2 3 4 5 6
)4 5 6 3 2 1

= (1,4,3,6)(2,5).) (2))

It is also possible to decompose permutations into cycles with

common elements, but this is not unique. For example,)

(aI' a2 , ..., an) = (aI' a2 )(a 1 , aa)
... (aI' an)

= (a2 , aa)(a 2 , a 4 )
...

(a 2 , an )(a 2 , a 1). (3))

Let us show that every cycle of length 2 is an odd permutation. We have

already seen this for the cycle (I, 2). But every cycle (i,j) is S-l(l, 2)S,
where S is an arbitrary permutation)

(
\n':'

...

)I,}, ...)

carrying I into i and 2 into j. The permutation S-l(l, 2) S is an odd
permutation, because (I, 2) is odd, and Sand S-l are simultaneously even

or odd.

According to (3)a cycle of length m + I can be representedasa product

of m odd permutations. Therefore a cycle of length m + 1 is an odd
permutation, when m + I is even, and even, when m + 1 is odd. This
enablesus to compute rapidly the parity of permutations whosedecompo-
sition into cycles is known. Specifically, the permutation)

(

I 2 3 4 5 6
)4 5 6 3 2 1)

is even since by (2) it is the product of two odd permutations.)

Subgroups. A part of a group that is itself a group is called a subgroup

of the given group. Thus, the alternating group of permutations of the)))
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variables XI , X2 , ..., Xn is a subgroup of the symmetric group. The set of

proper motions of a plane is a group, which is a subgroupof the group of

all proper and improper motions of the plane.

From the formal point of view the unit (identity) transformation forms
a subgroupby itself. Equally, every group can be regardedas a subgroup

of itself. But almost always groups contain many other subgroups apart
from these trivial ones. A knowledge of all the subgroups of a given

group gives a fairly complete idea of the internal structure of the group.
One of the most extensively used methods of forming subgroups is that

of giving so-calIed generators of the subgroup.
Let AI, A 2 , ..., Am be arbitrary transformations belonging to a group

G. The set H of alI transformations that can be obtained by multiplying

the given permutations and their inverses among each other arbitrarily

often is a group. For the unit transformation belongs to this set, since it

can be represented in the form AIAil. Next, if the transformations Band
C can be representedas such products, then by multiplying these products
we obtain the required representation for Be. FinalIy, if B is expressed
as such a product, e.g., B = A 1 IA2AIAIA;\\ then B-1 can also be

represented in the required product form since B-1 =
A2AIIAIIA;IAI .

The group H obviously is a subgroup of G and is calIed the subgroup
generated by the transformations AI, ..., Am' and these transformations

AI, ..., Am are calIed the generators of H. It can happen that H coincides

with G, and in this case AI, ..., Am are calIed the generators of the whole
group G. It is easy to verify in examples that one and the same subgroup
may be generated by several distinct systems of generators.

A subgroup by a single transformation A is calIed cyclic. Its elements
are transformations)

E, A, AA, AAA, \"', A-I, A-lA-I, A-IA-IA-I, \"',)

which are naturally calIed the powers of A. In fact:)

E = AO, A = AI, AA =
A2, ..., A-IA-I = A-2,

A-IA-IA-I =
A-a, ....)

It is easy to show, as in the ordinary arithmetic, that)

AmAn = Amtn and (Am)n = Amn.) (4))

A transformation is calIed periodic if some positive power of it is the

identity transformation. The smallest positive exponent of the power to
which a periodic transformation must be raised in order to obtain the)))
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identity is called the order of the transfo'rmation. We also say that a

transformation that is not periodic is of infinite order.

Let us consider some examples.Let A be a rotation of the plane around

the point 0 by 360\302\260jn, where n is a given positive integer greater than I.
Then A2 is the rotation by the angle 2(360

0
jn), A3 the rotation by 3(360

0
jn),

An-l the rotation by (n
- 1)(360

0
jn), and An the rotation by 360\302\260,i.e., the

identity transformation. This showsthat the rotation by 360 0
jn is a periodic

transformation of ordern.
Let A be a shift of the plane along a certain line. Then A

2
, A 3

, ... are
also shifts along this line by twice the distance, three times, and so forth.

Therefore, no positivepower of A is the identity transformation, and the
order of A is infinite.

The elements of the cyclicgroup generated by A are)

..., A-2, A-I, E, A, A2, \"'.) (5))

If A is a transformation of infinite order, then all the transformations
in the sequence (5) are distinct, and the group is infinite. For otherwise we

would have an equation of the form Ak = Al (k < I), hence AI-k = E

(/ - k > 0), and this contradicts the fact that A is not periodic.
Now let us assume that A is a periodic transformation of orderm.Then)

Am = E, Am+! =
A, Am+2 = A2, ''', Am-l = A-I, Am-2 = A-2

, ...;)

i.e., the sequence (5)consistsprecisely of the transformations E, A, A
2

, \"',

A m-l repeated periodically.They are distinct from one another, since
if we had A k = Al (0 \n k < / < m), then we would have AI-k = E
(0 < / - k < m), in contradiction to the choice of m. Consequently,the

cyclic group generated by a transformation of orderm contains precisely

m distinct transformations.
A group in which all elements commute with one another is called

commutative or Abelian, in honor of the Norwegian mathematician Abel

who discovered the great importance of these groups for the theory of

equations
The formulas (4) show that the powers of one and the same trans-

formation always commute with one another: AmAn = AnAm = Am+n.

Therefore, cyclic groups are always Abelian.
In the arithmetic of numbers, apart from the multiplication, great

importance. also attaches to the operation of division. In the theory of

groups, as a consequence of the fact that multiplication need not be
commutative, we have to speak of two divisions:on the right and on the
left. The solution of the equation Ax = B, where A, B are given trans-)))
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formations, is naturally called the right quotient, and the solution of the
equation yA

= B is the left quotient on division of B by A. When we

multiply both sides of the first equation by A-Ion the left and both

sides of the second by A-Ion the right, we obtain: x =
A-IB, y

= BA-I.

Thus, we can regardA-IBor BA-I as the \"quotient\" of the transformations
Band A.

In numerous examples we have seenthat in groups, in general, AD = BA.

The \"quotient\" (AB)(BA)-l or (BA)-I(AB) can be taken to be a \"measure\"
of the noncommutativity of the permutations A and B. The secondof

these expressions, namely (BA)-I(AB) = A-IB-IAB, is called the

commutator of A and B and denoted by (A, B). From the formula

(A, B)
= A-IB-IAB)

it follows that the commutator can be represented as the quotient on

\"division\" of the conjugate transformation B-IABby A.

For example, if A is a translation of the plane, then a conjugate trans-
formation is also a translation, and the quotient of two translations

obviously is a translation. Therefore the commutator of a translation and
an arbitrary motion of the plane is a translation. Now let A be a rotation

around a certain point 0 by an angle
4>, and B a rotation or translation.
Then the conjugate transformation is

again a rotation by the angle 4>, but

around another point 0'. Therefore
the commutator (A, B) in this case is

the product of a rotation around 0

by the negative angle 4> and the

rotation around 0' by the positive

angle 4>. From figure 12 it is clear
that the resulting transformation\na
translation by the distance 2 . 00'
sin 4>/2 in the direction at an angle
TT/2

-
4>/2 with the segment 00 '.

Thus, we have arrived at the

interesting fact that for a plane the
commutator of any two motions of

the first kind is a parallel shift or the identity transformation. Since
(A, B)

=. E signifies that AB = BA, every noncom mutative group of

motions of the first kind in the plane contains parallel shifts.

The subgroup generated by the commutators of all elements of a group
G is called the commutator subgroup or derived group of G. Recalling the

relevant definitions, we can say that the derived group of G consists)

p) I Q)

R

FIG. 12.)))
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precisely of those elements that can be represented in the form of products
of commutators. Sincein a plane the commutator of any two motions of

the first kind is a parallel shift, and products of parallel shifts are again

parallel shifts, we can say that the derived group of the group of motions

of the first kind a plane consistsonly of parallel shifts.

The derived group of an Abelian group consists only of the identity

transformation, because from AB = BA it follows that (A, B) = E.
Let G be the symmetric group of all permutations of the numbers

1,2, ..., n. Let us show that the commutator of any two permutations

A, B is always an even permutation. Indeed,the permutation AB, BA

and consequently also (BA)-I,always have the same parity; but then

the commutator (A, B) = (BA)-l(AB),as the product of permutations
of equal parity, is an even permutation.

We have seen that the derived group of the symmetric group consists
of even permutations only. It is easy to show that in fact it coincides with

the whole alternating group.
The derived group of a group G is often denoted by G'; the derived

group of the derived group of G is called the second derived group of G

and is denoted by G\". Repeating this process we can define the derived

group of arbitrary order of a group G.
If among the derived groups of a group G at least one (hence all

subsequent ones) consists of the identity transformation only, then the

group G iscalledsolvable. This name has arisen in the theory of equations,
where solvability of a group corresponds to solvability of an equation by
radicals. The group of motions of the first kind in a plane is solvable,
because its second derived group is the identity. The symmetric groups
of degree 2, 3, and 4 are solvable, because their first, second, and third
derived groups, respectively, are the identity. In contrast, the symmetric
groups of degree 5 and higher are not solvable,since it can be shown that
their second derived group coincides with the first and is different from

the identity.)

\n4. Fedorov Groups (Crystallographic Groups)

The symmetry groups of finite plane figures. As we have already
seen, the symmetry of a figure or a body is characterized by the group of

motions of the plane or spacethat bring the figure into coincidence with

itself.

The symmetry groups of finite plane figures are the easiest of these
groups to find. * For suppose that a finite plane figure is given and that)

* Finileness is to be underslood in the sense that the whole figure lies in a bounded

part of Ihe plane, for example, wilhin a cerlain circle.)))
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this figure is brought into coincidence with itself by a certain motion A.

Then the center of gravity 0 of the figure must also be brought into

coincidence with itself by A; i.e., A is either a 'rotation around 0 or a
reflection in a line passing through O. Thus, the symmetry group of an

arbitrary finite plane figure can consist only of rotations around its center
of gravity and of reflections in lines passing through this center.

Let us discuss a number of different cases that can arise in studying

symmetry groups of a finite plane figure.

1. The symmetry group Kl consists only of the unit (identity) trans-

formation. This is the symmetry group of an arbitrary unsymmetric

figure (figure 13).
.)

FIG. 13.)

Ii)

b)

FIG. 14.) FIG. 15.)

2. The symmetry group K2 consists of the unit transformation and a
reflection in a single line (figure 14).

Observe that if a group K contains reflectionsin two lines a, b passing
through 0 and forming an angle 4> between them, then the product of
these reflection is a rotation around 0 by the angle 24> (figure 15). Hence

it is clear that the group K2 is the only symmetry group not containing
rotations.)

3. The symmetry group Ka consists of rotations only, and among them

there are no rotations by arbitrarily small angles. In that case there is
among the rotations of Ka a rotation by a smallest positive angle. Let
this angle be aO. We shall show that every other rotation contained in the

group is a multiple of aO.We denote the number of degrees in such a

rotation by f3 and find the integer h, for which hac \n W < (h + l)aO, so
that 0 \n W - hac < aO. The group Ka , which contains rotations by aU)))
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and W, also contains a rotation by W - hot. But 0 \n W
- hexo < exo,

and the group does not contain positive rotations by less than exo. Therefore

W - hexo = 0; i.e., W = hexo. In particular, since the group Ka contains
the rotation by 360\302\260,we have nexo = 360\302\260,for a certain integer n, so that

exO = 360
0

jn.

Thus, the group Ka consists of the rotations by 0\302\260,360
0
jn, 2(360

0
jn),

..., (n
- I) (360

0
jn). By giving to n the values 2, 3,4, \"', we obtain alI

types of groups K a .

In figure 16 we have
ilIustrated figures

whose symmetry

groups consist only

of rotations around

o by angles that are

multiples of 3600
jn,

for n = 19, n = 3.

4. The symmetry

group K4 consists

only of rotations, FIG. 16.

but contains arbi-

trarily small rotations. Then a rotation of arbitrary angle ex can be made up
with any degree of accuracy from rotations belonging to the group K4 . Of
course,we are interested here only in closed figures, i.e., such that include

their boundary points (see Chapter XVII, \n9). It is easy to establish that for

closed figures the group K4 contains rotations by any angle 4>. This is the

case of directedcircular symmetry (ilI ustrated by a circumference, a circular

annulus, and so forth) provided
with a definite sense of direction
(figure 17). Here not only the

figure must come into coinci-
dence under all admissible
transformations but also its

directional sense, and this

excludes reflections in a line.
FIG. 17. It now remains to discuss the

mixed caseswhen the symmetry

group K contains both rotations and reflections. Without going into the

proof, which would be quite simple, we only state the result: Apart from
the groups Kl through K4 there only exist groups of the folIowing two

types.

5. The symmetry group K5 consists of n reflections in lines passing)))
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through 0 and dividing the plane into 2n equal angles, and of rotations

by angles that are

multiples of 360 0
jn.

For example, regular
n-gons (figure 18) have

such a symmetry group.)

6. The symmetry

group Ke consists of all
rotations around 0
and of reflections in all

lines- passing through

FIG. 18. the center O. This is
the case of complete

circular symmetry, which can be illustrated by the symmetry of an
unorientated circumference or unorientated annulus.)

Symmetry groups of infinite plane figures. The task of finding all

possible symmetry groups of infinite plane figures is more complicated.
Of course, in practice we are never

given a whole infinite plane. How-

ever, often a pieceof a planehappens
to be covered with figures so fine

that compared with them the piece

appears to be infinitely large. For

example, the smoothly polishedplane

surface of a piece of steel is covered

with figures of microscopic dimen-
sions. The regularity of these figures
is an indication of the internal

homogeneity of the structure of the
metal.

Other examples are patterns on

wallpaper or tapestrieswith repeating

figures. The art of making such

patterns, the art of ornamentation,
has been widespread among most

nations from antiquity to the present
day. In figure 19 we have a specimen
of an Egyptian ceiling pattern which
dates from the middle of the second
mi1lenium B.C. FIG. 19.)))
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In discussing the symmetry groups of finite figures we were compelled to

distinguish between the cases I, 2, 3, and 5, when the symmetry group
does not contain rotations by arbitrarily small angles, and the cases

4 and 6 when the group contains such rotations. In studying the

symmetry groups of infinite figures, especially in the three-dimensional
case, this division into discrete groups and groups with arbitrarily small

transformations becomes even more important. Therefore we shall begin
with a more careful discrimination between these cases.

A group of motions of a plane is called discreteif every point of the

plane can be enclosedin a circle such that every motion of the group

either leaves the point unchanged or carriesit outside the chosen circle.
In the same way we can find all discrete groups of motions of a plane.

All these groups are symmetry groups of plane figures. It is natural here to

distinguish three types of discrete symmetry groups:

r. There exists a point in the plane that remains fixed under all symmetry
transformations.This type contains the groups Kl , K2 , Ka and Ks of our
previous list.)

II. There are no fixed points in the plane, but there exists a line that is

carried into itself under all transformations of the group. This line is
called an axis of the group. Symmetry groups of this type occur in orna-

ments that are set out in the form of an infinite strip (border). Of such

groups there exist altogether seven:

I. The symmetry group Ll consistingonly of translations by distances
that are multiples of a certain segmenta.

2. The group L 2 , which is obtained from Ll by adjoining the rotation by
1800

around one of the points on the axis of the group.

3. The group La , which is obtained from Ll by adjoining the reflection

in a line perpendicular to the axis of the group.

4. The group L4 , which is obtained from Ll by adjoining the reflection

in the axis.

5. The group Ls , which is obtained from Ll by adjoining a translation
by al2 combined with a reflection in the axis.

6. The group Le, which is obtained from L4 by adjoining the reflection

in a certain line perpendicularto the axis of the group.

7. The group L7 , which is obtained from Ls by adjoining the reflection

in some line perpendicular to the axis of the group.

Table 2 gives examples of \"borders\"correspondingto each of the

groups Ll through L7 .)))
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Table 2.)
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III. Th ere exists neither a point nor a line in the plane that is carried

into itself under all the transformations of the group. Groups of this

type are called plane Fedorov groups. They are the symmetry groups of
infinite plane ornaments. There are altogether 17 of them: five consist

of motions of the first kind only, and twelve of motions of the first and

second kind.
In Table 3 we have given examples of ornaments corresponding to each

of the seventeen plane Fedorov groups; every group consists of precisely
those motions that carry an arbitrary flag drawn in the diagram into any

other flag of the same diagram.
It is interesting to note that the masters of the art of ornamentation

have in practice discovered ornaments with all possible symmetry groups;
it fell to the theory of groups to prove that other forms do not exist.)

Crystallographic groups. In 1890 the eminent Russian crystallographer
and geometer E. S. Fedorov solved by group-theoretical methods one of
the fundamental problems of crystallography: to classify the regular
systemsof points in space. This was the first example of a direct application)))
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of the theory of groups to the solution of an important problem in natural
scienceand made a substantial impact on the development of the theory
of groups.)

5)

Table 3.)
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A crystal has the peculiarity that the atoms of which it is composed form

in a certain sensea regular system in space. Let us consider the motions
of space that carry the points of the system again into points of the

system. These motions form a group whose properties enable us to
formulate more accurately the concept of a regular point system.

A system of points in space is calIed a regular spatial point system if

I. Every point of the system can be carried into every other point by a

motion which brings the system into coincidencewith itself;

2. No sphere of finite radius contains infinitely many points of the

system;

3. There exists a positive number r such that every sphere of radius r

contains at least one of the points of the system.

The problemof studying the structure of crystals turns out to be closely
connected with the classification of regular spatial point systems,which

in turn is connected with the classification of discrete groups of motion

in space. Just as in the case of a plane, a group of motions H of space is
called discrete if we can describe around every point A of space a sphere
of positive radius r with center at A such that every motion occurring in

H either leaves the point A fixed or else carries it outside the sphere.
It can be shown that the set of motions of space that bring a given

regular spatial system of points into coincidence with itself is necessarily
a discretegroup and that all the points of the system can be obtained

from any given point of the system by subjecting it to all the trans-
formationsof the group. Conversely, if a certain discretegroup His known,

then by taking arbitrary point A in space and shifting it by means of all

possible motions occuring in H we obtain a system of points that has the

properties I and 2. By means of simple additional conditions we can single

out from the discrete groups those that for suitably chosen points A give

us, in fact, regular spatial point systems, i.e., systems of points with all

three properties (I), (2), (3). Such discretegroupsare called Fedorov or

crystallographic groups. From what has been shown it is clear that the

task of finding the Fedorov groups is the first and most important step in

the study of regular spatial point systems.Now for the purposes of natural

science it has proved necessary to considernot merely groups consisting
of proper motions only, but also those that contain proper and improper

motions, i.e., including reflections. The number of Fedorov groups formed
from proper motions only is significantly smaller than that of Fedorov

groups composed of properand improper motions, and only in the latter

more general case does the variety of regular spatial point systems obtained
exhaust the whole diversity of structure of crystals occurring in nature.)))
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It is interesting to note that, in contrast to the plane case we have

treated previously, only the theory of groups enable us to analyze this

exceptionally large number of possibilities.
The complexity of the space problem compared with the plane one is

clear from Table 4.)

Table 4. Number of Spatial Fedorov Groups

Groups containing only motions of the first kind . 65

Groups containing also motions of the second kind 165

Total 230)

Even today a detailed derivation and enumeration of all Fedorov

groups in space requires several dozen pages of text. We shall therefore

restrict ourselves to reporting these quantitative results and refer the
interested reader to the special literature. *

The modern developments of crystallography have made it necessary

to introduce a further extension of the concept of symmetry. Such new

possibilities in methods are outlined in the book on crystallography by

Academician A. V. Subnikov \"Symmetry and anti-symmetry of finite

figures,\" Akad. Nauk SSSR, Moscow, 1951.)

\n5. Galois Groups

The results explained on the precedingpagesgive a certain idea of the
role played by the theory of groups in the solution of the problem of
classification of crystals. However, this problem was not the motivation

for the creation of the theory of groups. Approximately a hundred years
earlier Lagrange noticed a connection between the symmetry I?roperties

of the roots of an algebraic equation and the possibility of solving the
equation by radicals. This connection was the object of deepinvestigations

by the famous mathematicians Abel and Galoisin the first thirty years of
the 19th century; and so they arrived at a solution of the celebrated
problem of conditions for the solvability of algebraic equations by

radicals. This solution was based entirely on a subtle investigation of
properties of permutation groups and was, in fact, the beginning of the

theory of groups.
The study of connections between properties of algebraicequations and)

* A detailed account of the plane discrele groups of motion of the first kind is
contained in the book by D. Hilbert and S. E. Cohn-Vossen, Geometry and the imagina-

tion, Chelsea, New York, 1952.A derivation of the crystallographic groups in space
can be found in Ihe fundamental article by E. S. Fedorov, Symmetry of regular systems
of figures (Collected works, Akad. Nauk SSSR, Moscow, 1949).)))
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properties of groups nowadays forms the object of an extensive theory,

which is known as Galois theory.
An idea of the history of the problem and of the significanceof Galois

theory was given in Chapter IV. However, since Galois theory has played

such a decisive role in the development of group theory, we shall repeat
here the basic facts of the theory, but in a form more convenient for the
purpose of throwing light on the theory of groups itself. The proofs of

these facts require many auxiliary concepts and will be omitted.)

The group of an algebraic equation. Consider an equation of degree n)

x n + a1xn - 1
+

... + an
=

0,) (6))

whose coefficients are assumed to have given values; for example, certain

complex numbers. The set of all quantities that can be obtained from the
coefficients of the equation by means of a finite number of the operations
of addition, subtraction, multiplication, and division is called the ground

field or domain of rationality of the equation.
For example, if the equation has rational coefficients, then the domain of

rationality consists of all rational numbers; if the equation has the form
x2

+ y2 x + I = 0, then the domain of rationality consists of all

numbers of the form a + b y2, where a, b are rational numbers.

We shall now denote the roots of this equation by \nl' ..., \nn' The set

of quantities that can be obtained by means of a finite number of the

operations of addition, subtraction, multiplication, and division starting
out from the roots \nl , ..., \nn' is called the splitting field of the equation.
For example, the splitting field of the equation x2 + I = 0 is the set of
complex numbers a + bi with rational a, b; and the splitting field of the
above equation x2

+ y2 x + I = 0 is the set of numbers of the form

a + bi + c V2 + di y2, where a, b, c, d are rational numbers.

By Viete's formulas the coefficients of the equation are obtained from
its roots by means of the operation of addition and multiplication, there-

fore the splitting field of an equation always contains its ground field.
Sometimes these fields coincide.

A one-to-one mapping A of the splitting field onto itself is called an

automorphism of the splitting field with respect to the ground field, if
for every pair of elements of the splitting field their sum goes over into
the sum of their images, and their product into the product, and every
element of the ground field goes over into itself. These properties can be
described by the formulas)

(a + b)A
= aA + bA, (ab)A = aA .

bA, etA = et

(a, b E K, et E P), (7))))
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where aA is the image 0 a; that is, Aa is the element into which a goes
over under the mappi ng A; P is the ground field; and K is the splitting

field.

By the general principle, explained in \n2, the set of all automorphisms
of the splitting field relative to the ground field is a group. This group

is called the Galois group of the given equation.

To form a more concrete idea of the Galois group, let us note first of

all that the automorphisms of the Galois group carry a root of the given

equation into another root. For if x is a root of the equation (6), then

operating on both sides of the equation with the automorphism A and

using the properties (7) we obtain

(xA)n + a1A(xA)n-l + ... + anA
= 0 .

A;)

since 0 . A = 0, aiA
= ai, we thus have)

(xA)n + a1(xA)n-l + ... + an
=

0,)

as required. Consequently, every automorphism A effects a definite

permutation of the set of roots of the equation. On the other hand, when

we know this permutation, we also know the automorphism, because all

the elements of the splitting field are obtained from the roots by means of

arithmetical operations only. This showsthat instead of the automorphism
group we can alsoconsider the group of permutations of the roots of the

equation corresponding to it. Hence it follows, in particular, that all Galois
groups are finite.

To find the Galois group of a given equation is usually a complicated
problem, and only in special cases is the task comparativelyeasy.Let us

consider, for example, the equation (6) with literal coefficients aI' ..., an.
The ground field of this equation is formed by the rational fractions of the

coefficients, i.e., the fractions whose numerators and denominators are
polynomials in a 1 , ..., an' The splitting field is formed by the rational
fractions of the roots of the equation gl' ..., gn, which are connected

with the coefficients by the formulas

-a 1 = gl + g2 +... + gn,
a2

= glg2 + glg3 + ... + gn-lgn,) (8))

(-lta n
= glg2

...
gn')

Since the equation (6) is \"general,\" we can regard its roots as independent

variables. Then every permutation of these roots gives rise to an auto-

morphism of the splitting field. The formulas (8) show that under every

such automorphism the coefficients go over into themselves and, together)))
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with them, all rational fractions formed from them also go over into

themselves. Thus, the Galois group of the general equation of degree n is

essentially the symmetric group of all permutations of n letters.
We can alsoindicate equations with numerical coefficients that have the

symmetric group for their Galois group. For example, it has been shown

that the Galois group of the equation)

1 _ \n x +
n(n - !l .\n x2 _ n(n

- 1) (n
- 2) . ---.!._ x3

1 1.2 1.2 1.2'3 1.2.3)

I+ ...+ ( -l)n
}T:\":r!

x n = 0 (9))

for arbitrary n is the symmetric group of permutations of degree n.

General methods are known for constructing equations with any

preassigned group as Galois group, but under the condition that the

coefficients can be taken to be arbitrary. However, if a construction is

required for equations that are required to have rational coefficients, then

this is known at present only for individual types of groups. Remarkable
progressin this direction has been made by the Soviet mathematician

I. R. Safarevic, who has found methods of constructing equations with

rational coefficients having an arbitrary preassigned solvable group as
Galois group. In general, however, this problem is still unsolved.)

Solvability of equations by radicals. The Galois group of an equation
characterizes, as is clear from the definition, the intrinsic symmetry of
the roots of the equation. All the most fundamental problemsconcerning

the possibility of reducing the solution of a given equation to that of

equations oflower degreeand also many other problems can be formulated

as problems on the structure of the Galoisgroup;and the Galois group of

every equation of degreen is a certain group of permutations of degreen,

i.e., an entirely finite object, in which all relationships, at least theoretically,
can be found by means of trial and error.

The study of the Galois group is a valuable method of solving problems
related to algebraic equations of higher degrees. For example, it can be
shown that an equation is solvable by radicals if and only if its Galois
group is solvable (for the definition of a solvablegroup see\n3). We have

already mentioned that the symmetric groups of degree 2, 3, and 4 are

solvable. This is in complete accord with the well-known fact that

equations of degree 2, 3, and 4 are solvable by radicals. The Galois groups
of the \"general\" equations of degree 5, 6, and so forth, are the symmetric
groups of the same degrees. But these groups are not solvable. Hence it)))
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follows that the general equations of degreehigher than 4 cannot be
solved by radicals.

Among the equations that are not solvable by radicals there are also
the equations (9) for n > 4, because their Galois group is the symmetric
group.)

\n6. Fundamental Concepts of the General Theory of Groups

In the 19th century the theory of groups arose primarily as the theory of
transformation groups.However, in the course of time it became more and

more clear that the most significant of the results obtained dependonly

on the fact that transformations can be multiplied and that this operation
has a number of characteristic properties. On the other hand, objects
were found having nothing to do with transformations, on which a certain
operation can be carried out (for the time beingwe shall call it multiplica-

tion) having the same properties as in transformation groups and to which

the main theorems of the theory of transformation groupswere applicable.

As a result, the concept of a group was appliedat the end of the last

century not only to systems of transformations, but also to systems of

arbitrary elements.)

General definition of a group. The following definition of a group is
generally accepted nowadays:Supposethat with every pair of elements
a, b, taken in a definite order, of an arbitrary set G another well-defined
element c of the same set is associated. Then we say that an operation is

given on the set G. It is customary to introduce specialnames for opera-

tions: addition, multiplication, composition. The element of G that

corresponds to the pair a, b is then called the sum, product, and composi-
turn of the elements a, b, and is denoted by a + b, ab, a * b, respectively.
The names \"addition\" or \"multiplication\" are used even in cases when

the operation in question has nothing to do with the ordinary

operations of addition and multiplication of numbers.

A set G together with an operation * defined on it is called a group
with respect to this operation if the following group axioms are satisfied:)

l. For any three elements x, y, z of G)

x * (y * z) = (x * y) * z (associative law).)

2. Among the elements of G there exists an element e such that for

every x of G)

x * e = e * x = x.)))
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3. Forevery element a of G there exists an element a-I of G such that)

a * a-I = a-I * a = e.)

The element e, described in axiom 2, is called the neutral element of

the group, and the elementa-I whose existence is postulated by axiom 3
is called the inverse of a. If the group operation is called addition or

multiplication, then the neutral element is called the zero or the unit

element, respectively, and the group axiomsassume the form)

(I) x + (y + z) = (x+ y) + z,

(2) x + 0 = 0 + x =
x,

(3) x + (-x) = (-x) + x =
0,)

(I) x(yz) = (xy)z,
(2) xe = ex=

x,

(3) XX-I = X-I X = e.)

In the preceding sections we have discussedmany examples of groups.
The elements of these groups were transformations, and the group
operation was multiplication of transformations. The set of numbers

0, ::I:: I, ::I:: 2,
... also forms a group under the operation of addition,

because the sum of integers is again an integer and addition of integers is

associative; the neutral element is the integer 0 and for every number a
of our set there is the opposite number -a. Another example of a group
is the set of all real numbers (except 0) under multiplication. For the

product of any two real numbers different from zero is a real number

different from zero; the operation of multiplication of real numbers is

associative; the neutral element is the number I; and every nonzero real

number a has the inverse a-I = Ija. The number of similar examples
could be increasedindefinitely.

Although the group operation may be called by different names, let us

agree henceforth to call it almost always multiplication. The conceptsof
a subgroup, of powers of an element of a group, of a cyclic group, of the
order of an element of a group are definedexactly as for transformation

groups and we shall not repeat this here (see \n3). We only mention that

an element a of a group is calledconjugate to an element b if there is an
element x in G such that b = x-lax. Sincea = a-Iaa,every element of

a group is conjugate to itself. Furthermore, from b = x-lax it obviously

follows that xbx- l = a or a = (X-l)-lbx-l . i.e., if a is conjugate to b,
then b is conjugate to a. Finally, if b = x-Iax and c =

y-Iby, then

c = y-Ix-Iaxy = (xy)-la(xy).

Therefore two elements conjugate to a third are conjugate to each other.
These propertiesshow that all elements of a group split into disjoint

classes of conjugate elements. Also, if the group is commutative, i.e.,
xy = yx for every x and y, then conjugate elements coincide and every
class of conjugate elements consists of one element only.)))
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Isomorphisms. Two aspects can be distinguished in the concept of a

group. In order to give a group we have to: (I) indicate what objects are

its elements and (2) indicate the law of multiplication of the elements.
Accordingly, the study of group properties can becarried out from distinct

points of view. We can study connections between individual properties

of elements of the group and of setsof them and their properties in relation
to the group operation. This point of view is often adopted in studying

individual concrete groups; for example, the group of motions of space
or a plane. However, we can also study those group propertiesthat are

entirely expressed in terms of propertiesof the group operation. This point
of view is characteristic for the abstract or general theory of groups. It

can be expressedmore clearly by means of the concept of isomorphism.
Two groups are called isomorphic if the elements of one of them can be

associated with the elements of the other in such a way that the product of
arbitrary elements of the first group is associatedwith the product of the

corresponding elementsof the second group. A one-to-one correspondence
between elements of two groups that has this property is called an
isomorphism.

It is easy to see that elements of two groups that correspond to each

other under an isomorphism have identicalpropertieswith respect to the

group operation. Thus, under an isomorphism the neutral element, inverse
elements, elements of a given order n, subgroups of one group go over,
respectively, into the neutral element, inverse elements, elements of the

same order, subgroups of the second group. We can therefore say that

the abstract theory of groups studies only those properties of a group
that are preserved under isomorphic mappings. For example, from the

point of view of the abstract theory of groups the group of all permutations
of four elements and the group of proper and improper motions of space
that carry a fixed regular tetrahedron into itself have identical properties,
because they are isomorphic. In fact, the motions in question carry the

vertices of the tetrahedron again into its vertices. The number of these
motions is 24. By associating with every motion the permutation of the
verticesthat it produces, we obtain a one-to-onecorrespondencebetween

the elements of the two groups which is the required isomorphism.
A remarkable example of an isomorphic mapping is given by the theory

of logarithms. By associating with every positive real number its logarithm,

we obtain a one\nto-one mapping of the set of positive real numbers onto

the set of all real numbers. The relation log (xy) = log x + logy shows

that this correspondence is an isomorphic mapping of the group of positive
real numbers under multiplication with the group of all real numbers

under addition. The practical importance of this isomorphism is well
known.)))
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Examples of nonisomorphic groups are finite groups of distinct orders.
As we have already mentioned, an abstract group is determined by the

law of multiplication of its elements,independent of their nature, so that

distinct but isomorphic concretely given groups can be regarded as models

of one and the same abstract group.
An abstract group can be given by various methods of which the most

natural, at least for finite groups, is by means of the \"multiplication table.\"
For a group of ordern whose elements are written down in an arbitrary

order, such a multiplication table consists of a square divided into n rows

and n columns. In the cell at the intersection of the ith row and the jth
column we write down the element that is the product of the element with

the number i and that with the number j. This multiplication table for

finite groups is sometimes called its Cayley square.

However, in practice it is almost never convenient to give a group by

means of the multiplication table, becauseit is very clumsy.
There are other methods of giving an abstract group. One of them,

namely by means of generating elements and defining relations, we have

already come across. However, most frequently an abstract group is
defined by giving a concrete group isomorphic to it, in particular, a

transformation group.
Naturally the problem arises whether every abstract group can be

regarded as a transformation group. The following theorem gives us
the answer: Every group G is isomorphic to some transformation group of

the set of its elements.
For let g be a fixed element of G.We denote by A g the transformation of

the set of elements of G under which to every elementx of G there corre-

sponds the element xg. The transformation A g is one-to-one, because the

equation)
xA g

= xg = a

has for every given a the unique solution x = ag-
1. On the other hand, the

product of group elements gh is associated with the product of the corre-

sponding transformations AgAli , because)

xA gli
= x(gh) = (xg)h =

(xAg)AlI
= x(A g A lI).)

To the neutral element e of G there corresponds the identity, and to the
inverse elementg-l the inverse transformation. Therefore the set r of all

transformations corresponding to the elements of G is a transformation

group isomorphic to G. It is easy to verify that if the number of elements
of G is greater than 2, then the set r doesnot exhaust all the transforma-
tions of G and is only a subgroup of the \"symmetric\" groups of all

transformations of that set.)))
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Normal subgroups and factor-groups. Let P and Q be arbitrary

collections of elements of some group G.The product of P by Q, symboli-
cally PQ, is the name for the set of tt..ose elements of G that can be
representedin the form of a product of someelement of P by some element
of Q. In\"particular, the product gP, where g is an elementof G, is the set

of products of g by every element of the set P.
A subgroup H of G is called a normal or invariant subgroup of G if

gH = Hg for every g of G. The sets of the form gH and Hg, where His
an arbitrary subgroup, are called respectively the right and left cosets of
G with respect to H, containing the element g. Thus we can say that
normal subgroupsare entirely characterized by the property that for them

the left and right co sets corresponding to one and the same element

coincide.

If H is a normal subgroup, then the product of two cosets is again a

coset, as it is easy to see, in fact: aH . bH = ab . H. The subgroup H by
itself is a cosetcorrespondingto the unit element or to any of its elements

h, since hH = H. Multiplication of co sets is associative)

(aH . bH)cH=
(ab

.
c)H = (a . bc)H = aH(bH'cH).

The subgroup H plays the role of the neutral element in this multiplication:
H . aH = eH

. aH = (ea)H = aH, similarly aH' H = aH. The coset
a-lH is the inverse of aH, since aH . a-lH = aa-lH= H.Therefore, by

regarding every coset with respect to a normal subgroup as an element of

a new set, we see that this set is a group under the operation of multiplica-

tion of cosets. This group is called the factor group of G with respect to the

normal subgroup H and is denoted by GIH.

It is easy to show that for finite groups every coset with respect to an

arbitrary subgroup contains as many distinct elements as the subgroup
H contains and that distinct co sets have no elementsin common. Hence it

follows that the number of co sets of a finite group G with respect to its

subgroup H is equal to the order of G divided by the order of H; and this

implies the important theorem of Lagrangewhich states that the order of
every subgroupof a finite group is a divisor of the order of a group.

From the definition of a normal subgroup it is clear that in Abelian

groups every subgroup is normal. The other extreme case consists of the

so-called simple groups in which no subgroup other than the unit subgroup
and the group itself is normal. Apart from Abelian and simple groups,
the solvable groups defined in \n3 are also very important. It can be shown

that solvable groups have a finite chain of normal subgroups G, Gl , Gz , ...,

G k , the first of which coincides with the given group G. while every

subsequent one is contained in its predecessor, the last group being the unit

element, and all the factor groupsGIGl , Gl/G2 , \"', Gk-l/G k being Abelian.)))
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Homomorphisms. The concept of a factor group is very closely con-

nected with the concept of a homomorphic mapping, which is funda-
mental for the whole theory of groups.

A single-valued mapping of the set of elements of a group G onto the

set of elements of a group H is called a homomorphism or homomorphic
mapping if the product of any two elements of the first group is mapped
onto the product of the corresponding elements of the second.

If for every element x of G we denote the corresponding element of H

by x', then a homomorphic mapping can be characterized by the property)

(X1X2)' = x;x; .)

From the definitions of a homomorphism and an isomorphism it is

clear that an isomorphic mapping is necessarily one-to-one, whereas a

homomorphic mapping is single-valued only in one direction: To every
element of G there corresponds a unique element of H, but distinct

elements of G may have one and the same image in H. In a certain sense

we can say that under an isomorphic mapping the group H is an accurate

copy of G, but under a homomorphic mapping on transition from G to H
distinct elements of G may coalesce; several elements, as it were, can be

\"merged\" into a single element of H. However, this \"coarse\" nature of a

homomorphic mapping is not a deficiency;on the contrary, it is a great
advantage, becauseit enables us to use homomorphic mappings as a
powerful tool in the investigation of group properties.

Homomorphic mappings make their appearance in many situations

connected with transformations. For example,let us consider the symmetry
group of the regular tetrahedron (figure

20). This group is isomorphic to the

symmetric group of permutations of four

elements, because there exists one and only

one motion (of the first or second kind)
that carries the vertices AI, A 2 , Aa , A4
into any other given arrangement.

Now let us consider the lines 11, 12 , la

A3 that join the midpoints of oppositeedges.
Every motion that brings the tetrahedron
into coincidence with itself generates a
certain permutation of 11 , 12 , la and every
permutation of 11, 12 , la is generated by

some symmetry of the tetrahedron. Clearly,
the product of transformations of the tetrahedron corresponds to the

product of the permutations of the lines 11 , 12 , la. From figure 20 it is)

A4)

Az)

FIG. 20.)))
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easy to read off how the homomorphic mapping of the symmetric group
of permutations of the four elementsAl , A 2 , Aa , A4 onto the symmetric
group of the permutations of the three elements /1 , /2 , /a can be realized
in a natural way. It is not difficult to find the elements of the \"larger\"

group that are \"merged\" in this homomorphism.

Let us discuss a few more examples. The set of all permutationsof n ele-

ments is a noncommutative group for n > 2. On the other hand, the

numbers + I and -I also form a group under multiplication. Now let

us associate with every even permutation of arbitrary n elements the

number + I and with every odd permutation the number -I. This gives

us a homomorphic mapping of the symmetric group of permutations of n

elements onto the group {+l, -I}, becauseaccordingto \n3 the product
of permutations of equal parity is an even permutation and the product
of permutations of distinct parity is an odd permutation.

Another example: If we associate with every real number x =I=- 0 its

absolute value 1 x I, then the resulting mapping of the group of positive
and negative real numbers under multiplication (zero excluded)onto the

group of the positive real numbers only is a homomorphism under
multiplication because I xy I

=
I x II y I.

We have already mentioned that in a plane every motion of the first

kind A can be representedin the form of a product of a suitable rotation

VA around a fixed point 0 and a certain parallel shift D A' Rotations
around the point 0 form a group. Therefore the correspondence A -- VA

uniquely maps the group of plane motions of the first kind onto the group
of rotations of the plane around the point O. Let us show that this

mapping is a homomorphism. From the decompositions A = VADA ,

B = VBDB it follows that

AB = VADAVBD B
= (VAVB)(V;;IDAVBDB)'

The first parenthesis is a rotation around 0 and the second is the product
of the transformed translation VB

1
D A VB and the translation DB and is

consequentlyalsoa translation. This shows that the product of the motions

AB is associated with the product of the corresponding rotation VA VB'

i.e., that the mapping in question is a homomorphism.
Finally let us show that the factor group GjN of an arbitrary group G

with respect to the normal subgroup N is a homomorphic image of G.

For by associating with every element g of G the coset gN containing g,
we obtain the required homomorphic mapping of G onto GjN, since the

product gh corresponds to the coset ghN, which is equal to the product
of the cosets gN and hN corresponding to the elements g and h.

Turning now to general properties of homomorphic mappings, let us

show that the neutral element goes over under any homomorphism into)))
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the neutral element and that inverse elements go over into inverse

elements.

For if e is the neutral element of G, and e' its image in H, then it follows
from ee = e that e'e' = e' so that, if we denote by E the neutral element

of H, we obtain: e' = e'e'-l= E. This proves the first statement. Now let
x and y be inverse elements in G and x' and y' their images in H. From

xy = e it follows that x'y' = e' =
E, i.e., that x and yare inverseelements

in H and hence)

(X-I)' = X'-l.)

The facts we have proved make it easy to find the image of an arbitrary

product of elements in G. For example,)

(ab-Ic-Idh- 1)' = a'(b-l)'(c-l)'d'(h-l)'= a'b'-lc'-ld'h'-l.)
The following theorem is fundamental for the whole theory of homo-

morphic mappings.
Under homomorphicmapping of an arbitrary group G onto a group H,

the set N of elements of G that are mapped into the neutral element e'

of H is a normal subgroup of G; the set of elements of G that are mapped
into an arbitrary fixed element of H is a coset of G with respect to N,
and the one-to-one correspondenceso established between the cosets of
G with respect to N and the elements of H is an isomorphism between H
and the factor group GIN.

Let us now prove the theorem. Let a, b be arbitrary elements of N.

This means that a' = b' = e' where, as before, the prime denotes the

images of elements of G in H. But then)

(ab)'
= a'b' = e'e' = e',

(a-I)'= a'-l = e'-l= e';)

i.e., ab and the inverse elementsa-I, b-l belong to N so that N is a group.
Furthermore, for an arbitrary element g of G we have)

(g-lag)' = g'-la'g' = g'-le'g' = g'-lg' = e';)

i.e., g-lag lies in N for every g of G and every a of N, and from this it

follows obviously that N is a normal subgroup. This proves the first

statement of the theorem.
To prove the second statement we choose in G an arbitrary element g

and considerthe set U of all those elements u of G whose image u' coincides
with the image g' of g. Suppose that u E gN, i.e., u = gn where n E N,

so that u' = g'n' = g'e' = g'.Therefore gNC U. Conversely, if u' = g',
then (g-lu)'

= g'-lu' = g'-lg' = e', i.e.,g-lu =
n, where n is an element)))
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of N. Henceu = gn and so U C gN. From gN C U and U C gN it follows

that U = gN.
Finally, the third statement of the theorem is obvious: To arbitrary

cosets gN, hN of the factor group Gj N there correspond in H the elements

g',h', and to the product of the cosets, by the formula)

gN .
hN = ghN,)

there corresponds (gh)' = g'h',as required.

The theorem on homomorphisms shows that every homomorphic image
H of a group G is isomorphic to the corresponding factor group GjH.
Thus, to within an isomorphism all homomorphic imagesof a given group

G are exhausted by its distinct factor groups.)

\n7. Continuous Groups

Lie groups; continuous groups of transformations. The progress that

was made by means of the theory of groupsin the solution of algebraic
equations of higher degree induced mathematicians of the middle of the

last century to attempt to use the theory of groups in the solution of
equations of other forms, in the first instance the solution of differential

equations, which play such an important role in the applications of

mathematics. This attempt was crowned with success. Although the place

occupied by groups in differential equations is entirely different from

their place in theory of algebraic equations, the investigations on

the application of the theory of groupsto the solution of differential

equations led to a substantial extension of the very concept of a group
and to the creation of a new theory of the so-called continuous groups
and Lie groups which have proved to be extremely important for the

development of the most diversebranches of mathematics.

Whereas the groups of algebraic equations consist only of a finite

number of transformations,the groups of differential equations constructed
in a similar way turn out to be infinite. However, the transformations

belonging to a group of a differential equation can be given by means of a

finite system of parameters,and by changing the numerical values of these
all the transformations of a group can be obtained. Suppose, for example,
that all the transformations of the group are determined by the values of
the parameters aI' a 2 ' ..., a r . When we give these parameters the values

Xl' X2 , \"', X r , we obtain a certain transformation X; by giving to the

parameters new values YI , Y2, ..., Yr we obtain another transformation Y.

By hypothesis the product of these transformations Z = XY also occurs
in the group and hence is obtained by certain new values of the parameters)))
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Zl , Z2 , .... Zr . The values Zi depend on Xl , X 2 , \"', Xr , Yl , Y2 , .... Yr . i.e.,

they are certain functions of them)

Zl
=

rf>l(X l , X2 , \"', Xr ; Yl , Y2 , \"', Yr),)

Z2
=

rf>2(X l , X2 , ..., Xr ; Yl , Y2 , ..., Yr),)

Zr =
rf>r(x l , X2 , \"', Xr ; Yl , Y2' ..., Yr)')

Groups whose elements depend continuously on the values of a finite

system of parameters and whose multiplication law can be expressed by

means of twice-differentiable functions rf>l, ..., rf>r are called Lie groups
in honor of the Norwegian mathematician Sophus Lie who first investi-

gated these groups.
In the first half of the 19th century, N. I. LobacevskiI developed a new

geometric system which now bears his name. At approximately the same

time projective geometry emerged as an independent geometric system;
somewhat later the geometry of Riemann was created. As a result one
could enumerate in the second half of the 19th century a number of

independent geometric systems that investigated from different points of
view the \"spatial forms of the actual world\" (Engels). To comprise all

these geometric systems in a single point of view, but preserving their

most important qualitative differences, proved possibleby means of the

theory of groups.
Let us consider a one-to-one transformation of the set of points of an

arbitrary geometric space that does not change those basic relations

between figures that are studied in this geometry. The collection of these
transformations forms a group which is usually called the group of motions
or of automorphisms of the given geometry. The group of motions

completely characterizes the given geometry, in view of the fact that when

the group of motions is known, the corresponding geometry can be
regarded as the study of those properties of the collectionof points that

remain unchanged under the transformations of the group. The method

of classifying the various geometric systems by their groups of motions
was introduced in the second half of the last century by F. Klein. This
method and the various geometric systems have been treated in Chapter

XVII. Here let us only mention that the groups of motions of all

geometric systems that were actually investigated in the last century
turned out to be Liegroups.In view of this the task of studying Lie groups

assumed particular importance.
Owingto its many connections with the most diverse domainsof mathe-

matics and mechanics the theory of Lie groups has been developed)))
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energetically from its foundation right to the present time. It so happens
that certain problems that have not yet been solved for finite groups were
solvedcomparatively rapidly for Lie groups. For example, little progress

has been made so far in the problem of classifying the finite simple groups

(i.e., the finite groups that have no nontrivial normal subgroups), but

the corresponding classificationof simple Lie groups was obtained by

Killing and Cartan already at the end of the last century. By developing

the theory of Lie groups the Soviet mathematicians V. V. Morozov, A. I.
Mal'cev, and E. B. Dynkin have found a complete solution of the

important and long outstanding problem of classifying the simple

subgroups of Lie groups. In another direction the theory of Lie groups
was developed by the Soviet mathematicians I. M. Gel'fand and M. A.

Naimark who have found the so-called continuous representations of the
simple Liegroups by unitary transformations of a Hilbert space; the latter

task is of particular interest for analysisand physics.

The study of Lie groups proceedsby means of the peculiar apparatus of
the so-called \"infinitesimal groups\" or Lie algebras.Thesewill be discussed

in more detail in \n 13.)

Topological groups. Side by side with a wide extension of the classical

theory of Lie groups, in the USSR exceptional advances were achieved
in the more general theory of topologicalor continuous groups. In contrast

to the concept of a Lie group, where it is required that the elements of a
group be defined by a finite system of parameters and that the multiplica-

tion rule be expressibleby means of differentiable functions, the concept
of a topological group is simpler and wider. A group is called topological
if apart from the ordinary group operation a concept of proximity is

defined for its elements and if the proximity of group elements implies the

proximity of their products and of their inverse elements.

Originally the concept of a topological group proved to be necessary
to bring order into many of the fundamental concepts of the theory of

Lie groups. But later the extreme importance of this concept for other
branchesof mathematics were recognized. The first papers on the theory

of general topological groups fall into the early twenties of our century,

but the fundamental results that make it possible to speak of the creation

of a new discipline were not found until the end of the twenties and the
beginning of the thirties. A considerable part of them was obtained by the
Soviet mathematician L. S. Pontrjagin who deservedly is regarded as one
of the founders of the modern theory of continuous groups.His book

\"Topological groups,\" which was the first in the world literature to contain
a comprehensive account of the theory of continuousgroups,still remains

the basic textbook in this domain even after twenty years.)))
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\n8. Fundamental Groups

In all the concrete examplesdiscussedin the preceding sections, groups
have usually appeared as transformation groups of one set or another.

The only exceptions were the groups of numbers with respect to addition
and multiplication. We now wish to analyze an important example in

which the group originally arises not as a group of transformations but as

a certain algebraic system with one operation.)

The fundamental group. Let us considera certain surface S and on
it a moving point M. By making M run on the surface along a continuous
curve joining a point A to a point B, we obtaina definite path from A to B.
This path may intersect itself any number of times and may even retrace

part of itself in individual sections. In order to indicate the path it is not

enough to give only the curve on which the point M runs. We also have to

indicate the sections that the point traverses more than once and also the di-
rectionof itspassage.Forexample, a point may range over one and the same

circle a different number of times and in different directions, and all these
circular paths are regardedas distinct.Two paths with the same beginning

and the same end are called equivalent if one of them can be carried into

the other by continuous change. In the planeor on a sphereany two paths

joining a point A to a point B are equivalent (figure 21). However, on the
surface of the torus, for example, the
closed paths U and V (figure 22) that

begin and end at the point A are not

equivalent to each other.
If instead of a torus we consider an

infinite circular cylinder extending in

both directions and take on it the

path X (figure 23), then it is easy to

figure out that every closed path on

the cylinder beginning at A is

equivalent to a path of the form

X\" (n
= 0, :!:: I, :!:2, '''), where we

have to understand by xn (n > 0) the

FIG. 21. path X repeated n times; by XO the

zero path consisting only of the single

point A; and by X-n the path xn traversed in the opposite direction; for

example, Z ,.....,X-I, Y ,....., X2, U ,.....,XO (figure 23). This example shows the

significanceof the concept of equivalence of paths: Whereas there exists

an immense set of distinct closed paths on the cylinder, all these paths
reduce, to within equivalence, to the circle X traversed in one or the other)))
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direction a sufficient number of times. For m =I=- n the paths Xm and Xn

are not equivalent.

Turning now to the discussion of an arbitrary surface, let us assume that

two paths are given on it, namely a path U leading from a point A to a
point B, and a path V leading from B to C. Then, by making a point run
first through the path AB and then through BC we obtain a path AC
which we naturally call the product of the paths V = AB and V = BC)

\n.;\n:\n\n;:.;;(;; ;;i.',\n\n':. _;':. \n.>.)

\" .'/ ,..
\\ V. .. I.)

.' I: .\n.':'., ';j' ,.;. ',. .)

FIG. 22.) FIG. 23.)

and denote by VV. If the paths V, V are equivalent to the paths VI' VI'
respectively, then their products VV and VI VI are also equivalent. The
multiplication of paths is associative in the sense that if one of the products
V( VW) or (VV) W is defined, then the other is also defined and the two
products represent equivalent paths. If the moving point M is made to
run through a path V = AB but in the opposite direction, then we obtain

the inverse path V-I = BA leading from B to A. The product of the path
AB with its inverse path BA is a closed path equivalent to the zero path

consisting only of the point A.

According to the definition we cannot multiply any two paths but only
those in which the end point of the first coincides with the initial point of
the second. This inadequacy disappears when we consider only closed

paths starting from one and the same initial point A. Any two such paths
can be multiplied and as a result we obtain again a closed path with the
initial point A. Furthermore, for every closed path with initial point A its
inverse path has the same properties.

Now let us agree to regard equivalent paths as distinct representations
of one and the same \"path,\" only drawn in distinct ways on the surface,
and nonequivalent paths as representations of essentially distinct \"paths.\"
The remarks made previously show that then the set of all closedpaths

(we now omit the quotation marks) starting out from an arbitrary point A

of the surface is a group under the operation of multiplication of paths.
The unit (neutral) element of this group is the zero path, and the inverse)))
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element of a given path is the same path but traversed in the opposite
direction.

The group of paths, in general, depends not only on the form of the

surface but also on the choice of the initial point A. However, if the
surfacedoesnot fall into separate pieces, i.e., if any two of its points can
be joined by a continuous path lying on the surface, then the group of

paths corresponding to distinct points are isomorphic and in that case we

can talk simply of the group of paths of the surface S without indicating
A. This.group of paths of the surface is also called its fundamental group.

If the surface S is a plane or a sphere,then the group of paths consists
of the unit element alone, because in the plane and on the sphere every
path can be contracted to a point. However, on the surface of an infinite

circular cylinder, as we have seen, there are closed paths that do not

contract to a single point. Sinceon the cylinder every closed path starting

from A is equivalent to a certain power of the path X(figure 23),and distinct

powers of X are not equivalent,the group of paths of the cylinder surface
is an infinite cyclic group. It can be shown that the group of paths on the
torus (figure 22) consists of the paths of the form um v n

(m, n = 0, ::I::I,
:!::2, ...)with UV = VU and umv n = Uffi'V n ,

only for m = nil' n = n 1

where we recall that in discussing the group of paths equality has to be

understood in the sense of equivalence.
The importanceof the group of paths is due to the following property.

Let us assume that apart from the surface S another surface Sl is given such
that between the points of Sand Sl we can establish a one-to-one con-
tinuous correspondence. For example, such a correspondenceis possible
if the surface Sl is obtained from S by means of a certain continuous

deformation without tearing apart or fusing distinct points of the surface.
To every path on the original surface S, there corresponds a path on Sl .
Moreover, equivalent paths correspond to equivalent ones, the product
of two paths to their product, so that the group of paths on the surfaceSl is

isomorphic to the group of paths on S. In other words, the group of paths
regarded from the abstract point of view, i.e., to within isomorphism, is

an invariant under all possible one-to-one continuous transformations of

the surface. If the group of paths of two surfaces are distinct, then the
surfaces cannot be carried continuously into each another. For example,
the plane cannot be deformed without fusions or tearings into the cylinder
surface, becausethe group of paths of the plane consistsof the unit element

only and the group of paths of the cylinder is infinite.

Properties of figures that remain unchanged under one-to-one and
bicontinuoustransformations are studied in the fundamental mathematical
disciplineof topology, whosebasicideas have been explained in Chapter
XVIII. Invariants of bicontinuous transformations are called topological)))
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invariants. The group of paths is one of the most remarkable examples of

topological invariants. It is clear that the group of paths can be defined

not only for surfaces but also for arbitrary sets of points, provided only

that we can speak of paths in these sets and of their deformations.)

Defining relations. In topology methods of computing the group of
paths are studied in detail. As a rule it proves convenient to define these
groups by a special method that is often applied in the theory of groups
for the purpose of defining abstract groups in general and not only for

fundamental groups in topology. It consists in the following.
Let G be a group.The elements gl , g2 , \"', gn are called generators of

G if every elementg can be represented in the form)

g =
g\n;g't:

...
g\n:,)

where iI' i2 , ..., ik are some of the numbers I, 2, ..., n; indicesi that do not

stand side by side may be identical; the number of factors k is arbitrary;
the exponents <Xl , <X2 , ..., <Xk are positive or negative integers.

To know the group G it is sufficient to know, apart from the generators,
also which products represent one and the same element of the group and

which represent distinct elements. Thus, in order to define the group we
have to list all equations of the form)

g\"lg'\"
...

g\nk
= g/31g/3. '\"

g/3z1.1 12 t k ) 1'2 j l)

that hold in G. Since the set of such equations is always infinite, we usually

give, instead of describing them all, only such equations as imply all the

remaining ones followedby the group axioms. These equations are called
defining relations.

It is clear that there are various ways of giving one and the same group
by defining relations.

Let us consider, for example,the group H with the generators a, band
the relations)

a 2 = b 3
, ab = ba.) (10))

Setting c = ab-l,we have)

a = be, a2 = b 2c 2
, b 3 = b2e 2

, h = e2
, a = c3

.)

We see that all the elements of the group H can be expressed by the single

element e, where)

a = e3, b = e2
.)))
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Sincethe relations (10) follow immediately from these equations, there

are no nontrivial relations for c. Therefore H is an infinite cyclic group
with the generating element c.

If we can choosein a group generators that are not connected by any

nontrivial relations, then the group is calledfree, and these generators

are free generators. For example, if a group has the free generatorsa, b,
then every element of it can be uniquely written in the form)

alXobfJ1a'%1!J3'aa.. ... !J3 ka
a.k

,)

where k = 0, 1,2, ..., n and the exponents <Xo, f31 , <Xl' ..., f3k , <Xk are

positive or negative integers except that the \"extremes\" <Xo and <Xk can also

assume the value zero. A similar statement holds for free groups with a

larger number of generators.
When we write out the generators and defining relations for two groups

assuming that the groups have no elements in common, then by combining
these relations we obtain a new group, the so-called free product of the

given ones.

The theory of free groups,and also the more general theory of free
products,has an important place in the theory of groups. From the

geometrical point of view the free product of the groups HI and H 2 is a

group of paths of that figure which can be represented in the form of a
sum of two closed figures that are fused at only one point and have HI
and H 2 as their groups of paths. We know already that the group of

paths of a cylinder surface

is a free group with one

generator. From the remark
just made it follows, for

example, that the group of
paths of the surface illus-
trated in figure 24 is a free
group with two generators.

Similarly to the way in

which the fundamental

group of a surface was

FIG. 24. defined we can also introduce

the fundamental group of)

spatial bodies, finite or infinite.)

Knots and groups of knots. As we have already said, from the point

of view of topology, two surfaces are regardedas identical if one of them
can be carried into the other by a one-to-one and bicontinuoustransforma-

tion. The problem of a topologicalclassification of all closed surfaces was)))
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solved long ago. Every closed surface lying in our ordinary space is topo-
logicallyequivalent either to a sphere, or to a spherewith a certain number

of handles (figure 25). For example, the torus surface, illustrated in figure)

FIG. 25.)

22, can be deformed continuously into a sphere with a single handle, the
surface of a cubeinto the surface of a sphere, and so on. In view of this,
the study of the fundamental groups of closed surfaces is not very inter-

esting, since closed surfaces are completely classified even without these

groups. However, there are very simple problems where so far almost
nothing has been achieved without the fundamental groups. Among them

is the famous problem of knots.
A knot is a closed curve lying in the ordinary three-dimensional space.

As figure 26 shows, its position can be very varied. Two knots are called)

FIG. 26.)

equivalent if one of them can be deformed into the other by a continuous
process without breaking the curve and without self-penetration. Two

problems arise at once: (I) how can we tell whether two knots given by

their plane projections are equivalent or not; (2) how can we classify all

nonequivalent knots?)))



314) XX. GROUPS AND OTHER ALGEBRAICSYSTEMS)

Both problems remain as yet unsolved, but the substantial progress that
has been made in a partial solution is connected with the theory of g\noups.

Let us remove from space the points that belong to the given knot and

consider the fundamental group of the remaining set of points. This
group is called the group of the knot. It is immediately obvious that if
knots are equivalent, then their groups are isomorphic. Therefore, if the
groups of knots are nonisomorphic, we can conclude that the knots

themselves are inequivalent. For example, the group of the knot that can

be reduced to a circle is a cyclicgroup,
but the group of the knot that has the

form of a trefoil (figure 27) is a more

complicated group. The latter group is

noncommutative and hence not iso-

morphic to the group of a circle.We

can therefore state that it is impossible
to deform the trefoil knot into a circle
without breaking it, a fact that is

completely obvious but requires a proof
by precise mathematical arguments.

Unfortunately, in the discussion of

FIG. 27. the groups of knots there also arise

difficult problems that have not so far
been solved. The fact is that in topology very simple methodsare known

of finding generators and defining relations for the group of a knot

represented in a given way. But in order to use groups for the comparison
of distinct knots we have to be able to tell whether groups given by

generators and defining relations are isomorphic or not, and a solution

of this problem is not known so far. Inde\nd, the Soviet mathematician

P. S. Novikov has recently proved the remarkable theorem that it is

impossible to indicate any single regular process (more accurately, any

so-called normal algorithm) by means of which it would always be possible
to tell whether two given systems of defining relations for one and the
same set of generatorsdefine one and the same group or not. This theorem

compels us to doubt the existence of any uniform general method to
decide the equivalenceof knots given by their plane projections.)

\n9. Representations and Characters of Groups

The general theory of groups has a certain resemblancein its methods to

elementary geometry: Both are founded on a definite system of axioms
which is the starting point for the construction of the whole content of the

theory. But the example of analytic geometry shows to what extent the)))
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application of analytic, numerical methods can prove useful in the

investigation of geometricalproblems.
An application of the tools of analysisand classicalalgebra to the theory

of groups is the so-calledtheory of group representations. Just as analytic
geometry not only gives us methods of solving geometric problemsby

means of analysis but, conversely, throws a geometric light on many

complicated problems of analysis, so to an even higher degree the

representation theory not only serves as an auxiliary apparatus for

investigating properties of groups, but by forging a link between deep
conceptsand problems of analysis and the theory of groups enablesus to

find expressions for group-theoretical facts in terms of numerical relations,
and to find a group interpretation for analytic relationships. A large part

of the present-day important applications of the theory of groups in

physics is connected precisely with the theory of representations.)

Representations of groups by matrices. In linear algebra (seeChapter
XVI) we have discussed the operation of multiplication for matrices. This

operation is associative, but in general noncommutative. The nonsingular
square matrices of a given order form a group under multiplication,
since the product of two nonsingular matrices is again nonsingular, the

role of the neutral element is played by the unit matrix, and for every
nonsingular matrix there exists its inverse which is also nonsingular.

Let us assume that a certain group G is given and that with every

element g of it there is associated a definite nonsingular matrix of complex
numbers Au of order n such that when elements of the group are multiplied

the matrices corresponding to them are also multiplied: Au\"
= Au' A\" .

Then we say that we have a representation of the group G by matrices of

degree n. Usually the words \"by matrices\" are omitted and we simply
speak of a representation of degree n of G. A representation of degree n

of a given group G is simply a homomorphic mapping of G into the

group of nonsingular matrices of degree n. From the generalpropertiesof
homomorphic mappings it follows that in every representation the neutral
element of G goesover into the unit matrix and inverseelements in G go
over into inverse matrices.

Matrices of order I are simply individual complex numbers. Therefore a
representationofdegreeI of G is a relation under which every element of G

corresponds to a complex number and the product of the elements of the

group corresponds to the product of thesecomplexnumbers.For example,
the mapping under which we associate with an even permutation the
number I and with an odd one the number -I is a representation of

degree 1.
By associating with every element of a group G the unit matrix E of)))
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degreen we obtain a representation of G which is called the unit representa-
tion of degree n. If G is a finite group containing more than one element.
then G must necessarily also have infinitely many representations apart
from the unit representation of the varying degrees. Methods of finding

them will be indicated in the following.

When we know one representation of the group G, we can obtain an
infinite set of others. For let g - A g be the given representation of G by

matrices of degree n. We choose an arbitrary nonsingular matrix P of
the same degreen and set B g

= P-IAgP. The correspondence g - Bg is

again a representation of G, since

Bg \"
= P-IAg\"P = P-lAgA\"P = P-lAgPP-lA\"P=

BgB\".

The representations so obtained form a given representation by the choice
of various matricesP are called equivalent tq the given one. In the theory

of representations equivalent representationsare not regarded as essentially

distinct, all representations being usually considered only to within

equivalence.
Another method of finding new representations is the direct addition of

representations, which consists in the following: Let g -)0 A g , g - Bg be

arbitrary representations of a group G by matrices of degree m and n,

respectively. We consider the mapping)

[

A y 0

]
g- 0 B .

g

By the rule for multiplication of matrices (see Chapter XVI) we have)

gh _

[

A g \" 0

]
=

[

AgA Ii 0

]
=

[

A g 0

] [

All 0

]

.
o Bg \" 0 B gB\" 0 Bg 0 B\"

')

i.e., our mapping is again a representationof G. It is called the sum of the
two given representations and is denoted by A g + Bg. If the summands
are rearranged, then we obtain another representation)

[

Bg 0

]
g -

0 A g
,)

which is, however, equivalent to the given one. Therefore, if we do not
distinguish between equivalent representations, the addition of representa-

tions is a c<?mmutative operation. It is easy to see that under the same

condition addition is also an associative operation. Having a certain
stock of representations A g , B g , C g ,

... of a group G we can obtain by
means of addition representationsof higher and higher degrees: A g + Bg

+ C g , A g + A g + A g + A g , and so forth.)))
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For example, the numbers I, -I, i, -i form a group under multiplica-
tion. By associating every number of this group with itself, we obtain a
representation of degree I. As a second representation we can take the

mapping I - I,-I - -I, i - -i, -i - i. The sum of these repre-
sentations is the mapping)

[

I 0

] [

-I 0
]

.
[
i 0

]
.

[
-i 0

]
1-

0 1 ' -1- 0 -1 ,1- 0 -i ' -1-
0 i

.)

Transforming this by means of the matrix)

P =

[

1
\n

]1 -I)

we obtain the equivalent representation)

[
1 0

] [
-I 0

]
.

[
0 1

]

.

[

0 -1
]

I - 0 1 ' -1-
0 -1

' 1 -
-1 0 ' -I -

I O')

It is interesting to note that all the matrices of this representation are real.

Suppose now that all the matrices of a certain representation of degree n of
a group G have the form)

[

By Ca

]
g- A y

=
0 Da

')

where Ba, Da are square matrices and the left lower rectangle of Aa is

entirely filled with zeros. By multiplying matrices Aa and A\" we obtain)

A = A A =

[

BaB\" BaC\" + CaD,,

]
.

al. a\" 0 DaD\"
')

i.e., Ba\" = BaB\", Da\" =DaD\". This shows that the mappings g -
Ba

and g -
Da are also representations of G, but of smaller degrees. Here

Aa is called a graduated representation of G and every representation

equivalent to it is called reducible.A representation that is not equivalent
to any graduated representation is called irreducible.

If in all the matrices of Aa not only the left lower but also the right upper
rectangle Ca is filled with zeros, then Aa is said to split into the sum of the

representations Ba , Da. A representation that is equivalent to a sum of
irreducible representations is called completely reducible.

In the theory of groups it is proved that every representation of a finite)))
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group is completely reducible. * Hence it follows that in order to find all

the representations of a finite group it is sufficient to know its irreducible

representations, because all the others are equivalent to various sums of
irreducible ones.

The practical computation of irreducible representations of an arbitrary

finite group is, as a rule, a fairly complicated task which is solved in an

explicit form only for individual classes of finite groups; for example,for

commutative groups, for the symmetric groups, and for some others,

though from a theoretical point of view the properties of representations

of finite groups have been studied in much detail.

Every finite group has a particular \"regular\" representation that is
constructed as follows. Suppose that gl' g2' \"', gn are the elements of the

given group G numbered in an arbitrary order and that

gigk
= gi k (i, k = 1,2, \"', n).

By choosing an arbitrary fixed value for k, we form the matrix of degree
n which has a I at the ikth place and zeros in the remaining places(i = I,
2,...,n), and we denote it by R

Yk
. The correspondence gk ---+ R

Yk (k = 1,

2, ..., n) is called the regular representation of G. The fact that it is a

representation can be shown by simple computations.
It can also be shown that by changing the numbering of the elements

of the group we arrive at an equivalent representation and that con-

sequently, to within equivalence, every finite group has only one regular

representation.
Let us briefly formulate the fundamental theorems of the theory of

representations of finite groups. The number of distinct (inequivalent)

irreducible representations of a finite group is finite and is equal to the

number 9f classes of conjugate elements (see \n6) of the group. The

degree of an irreducible representation is necessarily a divisor of the

order of the group, and the regular representation is equivalent to a sum
of all inequivalent irreducible representations in which every irreducible
summand is repeated as often as its degree indicates.

This implies the following interesting relation between the order of a

finite group and the degreesof its irreduciblerepresentations.
We denote the number of elements of the group G by n, the number of

classesof conjugate elements by k, and the degrees of the irreducible

representations of G by n 1 , n 2 , ..., nk , respectively. From the construction
of the regular representation it is clear that its degree is n. Furthermore,
since the regular representation is equivalent to a sum of n 1 representations)

* We recall thaI we are considering representalions of groups by matrices whose
elemenls may be arbitrary complex numbers.)))
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equivalent to the first irreducible representation, plus n 2 representations
equivalent to the second, and so forth, and since under addition of
representations their degrees are added, we must have the following

equation)

n =
n\n + n\n +

... + n\n .) (11))

By associating with every element of the group the number I, we obtain
the trivial irreducible representation of degree I which every group

possesses. If in the formula (II) we take nl to be the degree of precisely
this unit representation, then we can rewrite (II) in the equivalent form

n = I + n\n +
.., + n% ,)

where n 2 , ..., nk now denote the degrees of the nontrivial irreducible

representations.

By using the fact that n2, \"', nk must be divisors of n, we can occa-

sionally, when k is known, find n 2 , \"', nk from the equation (II) only.
For example, the symmetric group S3 of permutations of three elements

has three classes of conjugate permutations: (I); (12), (13), (23); (123),
(132). For n = 6, k = 3 the equation (II) admits only one system of
solutions: 6 = 1

2
+ 1

2
+ 2 2 . Therefore S3 has two distinct representations

of degreeI and one irreducible representation of degree2.
Another example is finite Abelian groups. Here every element forms

an individual class. Therefore k = n and it follows from formula (II)
that nl

= n2 = ... =
nk

= I, i.e.; all irreducible representationsof these
groups are of degree I and their number is equal to the order of the

group.
The irreducible representations of Abelian groups are also called their

characters, whereas for every representation of a non-Abelian group the

name \"character\" is given to the set of the so-called traces (i.e., the sum
of the diagonal elements) of the matrices forming the representation.

The characters of finite groups have remarkable properties and rela-
tionships. The investigation of representations and characters of groups
has enriched the theory of groups by interesting general results that have
found extensiveapplication in contemporary theoretical physics.)

\n10. The General Theory of Groups

We have already mentioned that almost throughout the last century
the theory of groups was developed primarily as the theory of transforma-

tion groups. However, it gradually became clear that the study of groups
as such was fundamental and the study of transformation groups can be)))
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reduced to that of abstract groups and their subgroups. The transition

from the theory of transformation groups to the theory of abstract groups
occurred first in the theory of finite groups, but the rapid development of
the theory of Lie groups and the penetration of group theory into topology

made it necessary to create the general theory of groups in which finite

groups are regarded only as a certain special case.

The first textbook on the theory of groupsin which this point of view

was adopted in its full clarity was the book by O. Ju. Smidt, which

appeared in Kiev in 1916. Smidt also obtained in the 1920's an important
theorem on infinite groups which became the starting point of investigations
of a number of other Soviet algebraists. Thanks to the activities of O. Ju.
Smidt and P. S.Aleksandrov, who did a great deal to popularizethe ideas

of contemporary algebra, a large schoolof group theory was formed in

Moscow which later came under the leadership of their pupil, A. G. Kuros.
He becamewidely known, in particular, for his proof of the theorem that

every subgroup of a free product is itself a free product of subgroups
isomorphic to suitable subgroups of the factors and, possibly,a separate

free subgroup. Later he published a monograph on the theory of groups
which gave the first systematic account of the rich factual material obtained
in the general theory of groups. This monograph is still the most complete
textbook in the world literature on the general theory of groupsand has

become internationally famous.

Following the lead of the Moscow school, algebraists in Leningrad and
other cities became interested in the general theory of groups and made

their own contribution to its development.The researcheson the theory of

groups that are conducted at present in the Soviet Union comprise all
its essential branches,and the results obtained by Soviet mathematicians
have repeatedly exerted a decisive influence on the development of the

subject.)

\n1l. HypercomplexNumbers

In solving practical problems by algebraic methods we usually arrive in

the simplest cases at one or several equations from which the values of
the unknown quantities have to be found. The unknown entities in this
context are quantitative characteristics of the objects under investigation;
the equationsare formed by means of an analysis of the real relationships

that hold between the objects.
This is the state of affairs in cases when we are dealing with the simplest

quantities, such as mass, volume, or distance, that can be characterized
quantitatively by a single number. However, in concrete problems we

encounter not only objects to be characterized by a single number. Far)))
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from it, in the development of technology all the more important objects

are of a much complicated nature and require for their characterization

several numbers, even infinitely many. Even such important physical
quantities as force, velocity, or acceleration are characterized by directed

segments and require three numbers.Also it is well known that the position

of a point in space is characterized by three numbers, the position of a
plane also by three, the position of a line by four, and the position of a
rigid body by six numbers. Therefore, when we wish to solve by algebraic

means problems referring to more complicated objects, we obtain

equations with a larger number of unknowns and often it turns out to

be more tedious to analyze them than to solve the problem directly by

making use of its geometric or physical peculiarities. Hence the idea

naturally arose of trying to characterize more complicatedobjectsnot by

systems of ordinary numbers, but by certain more complicated general
numbers on which one might perform operations similar to the ordinary
arithmetical operations. This statement of the problem was the more
natural, since the history of science exhibited not the invariability of the

concept of number but its flexibility, the gradual cnrichment of the realm

of numbers from the natural numbers to the fractional numbers, then to

algebraic numbers, to real (rational and irrational) numbers; and finally
to complex numbers.)

Complex numbers. From Chapter IV the reader is already acquainted
with the fundamental properties of complex numbers and their simplest

applications. Here we shall only be interested in the foundation of the

concept of a complex number. When we begin with a discussion of the

ordinary real numbers, we notice that the square root of negative numbers
has no meaning, because the square of every real number is positive or

zero. One then shows that urgent needs of sciencecompelledthe mathe-

maticians to regard expressions of the form a + b FI alsoas a special

kind of number which became known as imaginary, as opposed to the
ordinary real numbers. If it assumed that these imaginary numbers are

subject to the same laws of arithmetical operations as the ordinary
numbers, then all square roots of negative numbers can be expressed in

terms of the quantity i = V=1 , and the result of arithmetical operations
performed any finite number of times on real or imaginary numbers can

always be representedin the form a + bi, where a and b are real numbers.

Clearly, this definition of imaginary numbers runs counter, in the highest
degree, to common sense: First it was stated that the expressions v'=I,

v' -2 , and so forth, have no meaning, and then it was proposed that these
expressions without a meaning should be called imaginary numbers.

This circumstance caused many mathematicians of the 17th and 18th)))
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century to doubt the validity of the use of complexnumbers. However,

these doubts were dispelled at the beginning of the 19th century, when a

geometrical interpretation was found for the complex numbers by points

in a plane. Another purely arithmetical foundation of the theory of
complex numbers was given somewhat later by the Hungarian

mathematician Bolyai and the Irish mathematician Hamilton. This

proceeds as follows.
Instead of the numbers a + bi we shall simply speak of pairs of real

numbers (a, b). Two pairs shall be regarded as equal if their first and
second terms are equal, i.e.,(a,b)

= (e, d) if and only if a = e and b = d.
Addition and multiplication of pairs are defined by the formulas)

(a, b) + (e, d) =
(a + e, b + d); (a, b)

.
(e, d) = (ae -

bd, ad + be).)

For example, we have)

(2,3) + (I, -2) = (3,I),
(3,0)+ (2, 0) = (5,0),)

(2,3)(1, -2) = (8,-1),
(3,0)(2,0)= (6,0).)

These examples show, in particular, that the arithmetical operations on

pairs with a zero in the second place reduce to the same operations on

their first terms, so that such pairs can be simply denoted by their first
numbers. If we introduce the notation i for the pair (0, I) then we have)

(a, b) = a(l, 0) + b(O, I)
= a + bi,

i 2 = (0, I) (0, 1) = (-1,0) = -I;)
i.e.,we have the usual notation for complex numbers.

Thus, from this point of view complex numbers are pairs of ordinary

real numbers and operations on complex numbers are only a special kind

of operations on pairs of real numbers.)

Hypercomplex numbers. Various successful applications of the complex

numbers induced mathematicians as early as the first decades of the 19th

century to turn their attention to the problem whether one could not

construct higher complex numbers to be represented by triplets, quadru-

plets, and so forth, of real numbers, similar to the way in which the

complex numbers are constructed in the form of pairs of real numbers.

From the middle of the last century onward many distinct special systems
of such higher complex numbers or hypercomplex numbers were investi-

gated, and at the end of the last and in the first half of the present century

a general theory of hypercomplex numbers was developedthat has found

a number of important applications in neighboring domains of mathe-
matics and physics.)))
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Hypercomplex number of rank n is the name for a number that can be

represented by a collection of n real numbers (al , a2 , ..., an) which for
the time being we shall call its coordinates.The hypercomplex numbers

(a l ,a 2 , ..., a,,) and (bi , b 2 . ..., b n ) shall be called equal if their corre-

sponding coordinates are equal, i.e., if a l = bl , a 2
= b 2 , ..., an = bn

We define the operation of addition by the natural formula)

(ai' a2 , ..., an) + (bi , b 2 , \"', b n) = (a i + bl , a2 + b 2 , ..., an + bn ),)

analogous to the formula of addition for complex numbers.

It is equally natural to introduce the operation of multiplication of a

hypercomplex number by a real one: By definition we set)

a(a i , a 2 , ..., an)
= (aa l , aa 2 , ..., aa n ).)

We now have to define the operation of multiplication of two hyper-
complex numbers so that the result of this operation is again a hyper-
complex number.

To extend the definition of multiplication of ordinary complex numbers
to the general case is tedious.It can be done in various ways, and then we

obtain various systems of hypercomplexnumbers. Therefore, first of all

we have to clarify what such a definition is to achieve. Undoubtedly it is

desirable that the operations on hypercomplexnumbers we are about to
define should resemblein their properties the ordinary operations on real
numbers. Now what are these properties of the ordinary operations?

In a careful discussionof the properties of numbers and the operations
on them that are used most frequently in algebra, it is easy to observe
that they reduce to the following:

1. For any two numbers, their sum is uniquely determined.

2. For any two numbers, their product is uniquely determined.

3. Thereexistsa number zero with the property a + 0 = a for every a.

4. For every number a, there exists the opposite number x satisfying the

equation a + x = O.

5. Addition is commutative)

a + b = b + a.

6. Addition has the associative property

(a + b) + c = a + (b + c).)

7. Multiplication is commutative

ab = ba.)))
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8. Multiplication is associative

(ab)
. e = a . (be).

9. Multiplication is distributive)

a(b + e) = ab + ae,) (b + e) a = ba + ea.)

10. For every a and every b:;l::0, there exists a unique number x
satisfying the equation bx = a.

The propertiesI through 10 were selected as a result of a careful

analysis; the development of mathematics in the last century proved their

great importance. Nowadays every system of quantities satisfying the

conditions I through 10 is calledafield.Examples of fields are: the set of
all rational numbers, the set of all real numbers, or the set of all complex
numbers, becausein each of these cases the numbers of the set can be

added and multiplied and the result is a number of the same set, and the

operations have the properties I through 10. Apart from these three

very important fields we can determine infinitely many other fields formed
from numbers. But beside the fields formed from numbers there is much

interest in fields formed from quantities of another nature. For example,

already at school we learn to operate with the so-called algebraic fractions,
i.e., fractions in which the numerator and denominator are polynomials

in certain letters. Algebraic fractions can be added,subtracted, multiplied,

and divided, and these operations have the properties I through 10.

Therefore, algebraic fractions form a system of objects that is a field.

We could give many other examples of fields formed from quantities of a

more complicated nature. In view of the importance of the properties
I through 10 that define a field, the original formulation of the problem
was to find such an operation of multiplication of hypercomplex numbers

that they should form a field. In case of success one would then try to

obtain new even more general complex numbers. However,already at the

beginning of the last century it was discovered that this is only possible
for hypercomplex numbers of rank 2 and that only the ordinary complex
numbers could be obtained in this way. This result proved that the complex

numbers have a very special position and that it is impossible to obtain
an extension of the number system beyond the limits of the complex
numbers, provided we insist that all the properties I through 10 are

fulfilled.

Therefore, in further attempts to construct higher number systems it was

necessary to omit one or several of the properties 1 through 10.)

QuatemiODS. Historically, the first hypercomplex system that was
discussed in mathematics is the system of quaternions, i.e., \"fourfold)))
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numbers,\" which was introduced by the Irish mathematician Hamilton
at the middle of the last century. This system satisfies all the requirements
I through 10, except 7 (commutativity of multiplication).

Quaternions can be described as follows.For the quadruplets (I, 0, 0,0),
(0, 1,0,0), (0,0, 1,0),(0,0,0,I)we jntroduce the abbreviations I, i, j, k.
Then by the equation

(a, b, c, d) = a(l,0,0,0) + b(O, 1,0,0) + c(O,0, 1,0) + d(O, 0, 0, I))

every quaternion can be uniquely represented in the form)

(a, b, c, d) = a . I + b . i + C .j + d. k.
The quaternion I will play the role of the unit of the system of quantities
to beconstructed;i.e.,we shall assume that I

. ex = ex . I = ex for every

quaternion ex. Further we set by definition: i 2 = P = k 2 = -I;

ij = -ji = k,
ik = -ki = -j,
jk = -kj = i.)

It is easy to memorize this \"multiplication

table\" by means of figure 28 in which the

points i,j, k on the circle represent the

corresponding quaternionsi,j. k.The product

of two adjacent quaternions is equal to the

third if the movement from the first sector

to the second proceedsclockwisein the figure,

and equal to the third with the minus sign if
the motion is counterclockwise.Knowing the

multiplication table for the quaternions i,j, k,
we carry out the multiplication of arbitrary

quaternions by using the distributive law 9.

In fact:)

i
.)

k.\n.j)

FIG. 28.)

(a
. I + b . i + C

.
j + d . k)(al . I + b l

. i + CI .j + dl .
k)

= aa l
. I + abl . i + aC I

.
j + ad l .

k

+ ba l
. i + bbl . ii + bCI

.
ij + bd l .

ik

+ ca l
. j + cbl .ji + cC I

.
jj + cd l .jk

+ da l
. k + db l . ki + dc] . kj + dd l

. kk

= (aa l - bb l
- cCI - dd l )

. I + (ab l + bal + cdl -
dCI)

. i

+ (ac i + cal - bd l + db])
. j + (adl + da l + bCI

- Cbl) . k.

The factor I in the first term of a quaternion is usually omitted and instead)))
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of a . I we write a. The equations ij = -ji, ik = -ki,jk = -kj show
that the multiplication of quaternions is not commutative. The multipli-

cand and the multiplier are not of equal status here. Therefore. in computa-
tions with quaternions we have to adhere carefully to the order of the

factors. Otherwise the operations with quaternions do not present any

difficulties. In particular, the associative law 8 holds for the multiplication
of quaternions. It is easily verified for the quaternions of the basis I, i,j, k

by means of the multiplication table; the transition to the general case is
obvious.

The number a of the quaternion a + bi + cj + dk is called its real or
scalar part, and the sum bi + cj + dk its vector part. The quaternions
a + bi + cj + dk and a - bi - cj- dk that differ only in the sign of

the vector part are calledconjugate. Obviously, the sum of two conjugate
quaternions is a real number. Furthermore, on multiplying conjugate
quaternions by the previous formula we obtain)

(a + bi + cj + dk)(a- bi - cj -
dk)

= a 2 +b 2
+ c2 + d 2

; (12))

i.e., the product of conjugatequaternions is also a real number.
The sum of the squares of the coefficients a2

+ b 2
+ c 2 + d 2 of a

quaternion a + bi + cj + dk is called its norm. Since the square of every

real number is. nonnegative, the norm of every quaternion is also non-

negative, and is equal to zero only for a null quaternion.

The formula (12) shows that the product of any quaternion with its

conjugate is equal to its norm.
We shall denote by an asterisk the quaternion that is conjugate to a

given one. Then a direct multiplication verifies the following formula:

(exfJ)* =
fJ*ex*.

This has an interesting consequence: The norm of the product of

quaternions is equal to the product of the norms of the factors. For by

the preceding we have

norm (exfJ)
=

(exfJ)(exfJ)*
=

exfJfJ*ex*
=

(exex*)(fJfJ*)
= norm ex . norm fJ.

The properties of the norm enable us to give a very simple solution to
the problem of division of quaternions. Let ex = a + bi + cj + dk be an

arbitrary nonzero quaternion. Then)

(a + bi + cj + dk) 2 2

I

2 d 2 (a
- bi - cj -

dk)
a +b +c +

1
(a2 -1_ b2 + C2 + d2 ) - I'

a2
+b

2 +c 2
+d

2 ' -,)))
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i.e., the quaternion)

I
( b

. .
dk)

_ -1
2 b 2 2 d 2 a - t - C] - - ex

a + +c +)

is the inverse of the given quaternion ex.

Having found the inverse quaternion it is now easy to find the quotient

of two quaternions. For supposethat two quaternions ex, fJ are given, the
first of them being different from zero. Then the quotients obtained by

dividing fJ by ex must be the solutions of the equations)

exX =
fJ,) yex

=
fJ.)

Multiplying both sides of the first equation by the inverse quaternion ex-I
on the left we obtain)

x =
ex-IfJ.

Multiplying both sides of the second equation by ex-Ion the right we have

y =
fJex-

i .

Since the products ex-IfJ and fJex-
I are in general distinct, we have to

distinguish between two divisions for quaternions, on the right and on the

left; both are always possible,exceptof coursedivision by zero.)

The algebra of vectors. Although the operations on quaternions are
in many respects similar to those on complex numbers, the absence of

the commutative law of multiplication makes the properties of quaternions

very different from those of numbers. For example, from the algebra of

complex numbers it is well known that a quadratic equation has two roots.

But if we consider the quadratic equation

x2+1=0

in the domain of quaternions, then we can easily find 6 roots: ::J:: i, ::J::.i, ::!: k,

and a more preciseanalysis shows that there is even an infinite number of

other solutions. This circumstancestrongly impedes the use of quaternions
in mathematics, and notwithstanding the numerous attempts of Hamilton

and other mathematicians to introduce quaternions into various branches

of mathematics and physics, the role of the quaternions remains to the

present day somewhatmodest and can in no way be compared with the

role of complex numbers.
However,quaternions have given a spur to the developmentof vector

algebra which is an indispensable tool in modern technology and physics.
The fact is that in mechanics and physics the concepts of velocity, accelera-

tion, force, and so forth, which require three numbers for their characteriza-)))
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tion, play an essential role. Earlier we ,have seen that every quaternion
can be regarded as an aggregate of a real number a and the vector part
bi + cj + dk.Sincethe vector part of a quaternion is determined by three

numbers, the most important physicalquantities can be characterized by
vector parts of quaternions.

Geometrically the vector part bi + cj + dk of the quaternion a + bi
+ cj + dk can be taken to represent the vector leading from the origin
of a rectangular Cartesian system of coordinates to the points whose
projections on the coordinate axes are equal to the numbers b, c, d,
respectively. Therefore,every quaternion can be represented geometrically
as an aggregate of a number and of a vector in space. Let us see how the
operations on quaternions have to be interpreted.

We take two vector quaternions xi + yj + zk and Xl; + Yd + zlk
whose scalar parts are equal to zero. Geometrically, they are illustrated

by vectors from the coordinate origin. The sum of these quaternions is

again a vector quaternion (x + Xl); + (y t- YI)j + (z + Zl) k. It is easy
to see that the vector representing this sum is the diagonal of the paral-

lelogram constructed on the first two vectors. Thus; the addition of vector
quaternions corresponds to the well-known operation of addition of

vectors by the parallelogram rule. Similarly, if we multiply a vector
quaternion by an arbitrary real number, the representing quaternion
vector is also multiplied by that number.

We come to a different situation when we multiply quaternions. Indeed,)

(xi + yj + Zk)(XI; + Yd + zlk)
= -XXI -YYI -ZZI + (YZI

-
YIZ) i + (ZX I

- zlx)j + (XYI
-

X1Y) k;)

i.e., on multiplying two vector quaternions we obtain a complete

quaternion having a scalar part and a vectorpart.
The scalar part of the product of vector quaternions taken with the

opposite sign is called the scalar product of the vectors representing the

given quaternions, and the vector representing the vector part of the

product is the vectorproduct of the given quaternions. The scalar product
of the vectors ex and f3 is usually denoted by (cxf3) or simply byexf3, and the
vector product of the same vectors by (exf3). Let i, j, k be the vectors corre-

sponding to the quaternions i, j, k, i.e.,vectors of unit length lying along

the coordinate axes. By definition, if ex = xi + yj + zk, and f3
= Xl;

+ Yd + zlk, then

(exf3)
= XXI + YYI + ZZI , (exf3)

= (YZI - ylz) i + (zx 1
- zlx)j + (XYI

-
xIY) k.)

By means of the latter formulas it is easy to give also a geometrical)))
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interpretation of the scalar and the vector product of vectors. As it turns

out, the scalar product of two vectors is equal to the product of their

lengths and of the cosine of the angle between them, and the vector product
of two vectors is the vector whose length is equal to the area of the paral-

lelogram constructed on the given vectors and whose direction is per-

pendicular to the plane of this parallelogram on that side from which the

rotation of the first given vector toward the second looks like the rotation

of the x-axis toward the y-axis as seen from the z-axis.

Nowadays in mechanics and physics we do not, as a rule, use operations

on quaternions, but instead we consider only the operations on vectors,

and these operations are defined in a purely geometrical manner according
to the results just stated.

In conclusion,we want to point out one problem in mechanics that can

be solved by means of quaternions in a particularly elegant way. Its
solution was actuaIly one of the motives for the discovery of quaternions.

Supposethat a rigid body is first rotated by a certain angle cP in a given
direction around the definite axis OA passing through a given point 0,

and that it is then rotated by an angle cPl around another axis OB passing
through the same point. The question is: Around what axis and by what

angle must the body be rotated in order to bring it from its first position

at once to the third? This is the well-known problem of mechanics on
the addition of finite rotations. True, it can be solved by means of the

ordinary analytic geometry, as was done already by Euler in the 18th

century. However, its solution assumesa far more lucid form by means
of quaternions.

Let \n
= xi + y) + zk and ex = a + hi + c) + dk be two quaternions,

the first of which will be regarded as variable and the second as fixed.

The expression ex-l\nex is a vector quaternion, as can easily be verified by a

computation. Now if the quaternions \n, ex-l\nex and the vector part of ex are

represented by the vectors l, g!..,\"3:, then it turns out that the vector l is

obtained geometricaIlyfrom \n by a rotation around the axis passing
through the vector IX by an angle cP defined by the formula)

cP a

cos\"2
=

va 2
--t 1;2 + c2 + d2

'

Therefore we can say that the quaternion ex = a + hi + c) + dk represents
the rotation of space by the angle cP around the axis \n = hi + cj, + dk.

Conversely, knowing an axis of rotation and an angle cP we can look for
the quaternion that represents this rotation. There is an infinite set of

quaternions but they all differ from one another only by a numerical

factor.)))
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N
gw

let us consider another rotation by an angle cPI around a certain

axis fJ
= hI; + cJ + dik. Let this rotation be represented by the quaternion

fJ
= a l + hii + cd + dik. Under the action of the first rotation an

\n \n

arbitrary vector \n
= x; + yj + zk goes over into the vector ex-I\nex and

under the action of the second rotation the latter vector goes over into

fJ-I(ex-I?ex) fJ. By the associative law the latter result can be represented
in the form)

\n -,

fJ-I(ex-ig ex) fJ
=

(exfJ)-I\n exfJ.)

\n

Since the multiplication of a vector, namely the vector quaternion \n by

the quaternion (exfJ)-I on the left and the quaternion exfJ on the right, is

equivalent to a rotation of this vector by the corresponding angle around

the corresponding axis, we come to the conclusion that the result of two

successive rotations characterized by the quaternions ex and fJ is the

rotation characterized by the product exfJ. In other words, to the addition
of the rotation correspondsthe multiplication of their representing
quaternions.

Apart from geometric and physical applications quaternionshave found

remarkable applications in the theory of numbers. Of a successionof
works in this domain we must mention, in particular, the papers of Ju. V.

Linnik.)

\n12. Associative Algebras

General definition of algebras (hypercomplex systems). We have
defined hypercomplex numbers as quantities for the description of which

several real numbers are required, in fact for the sake of definitenesswe

have regarded hypercomplex numbers simply as systemsof real numbers.

However, this point of view is too narrow, and for theoretical investiga-
tions the following more general definition gradually became accepted.

A certain system of quantities S is called an algebra (or a hypercomplex

system) over the field P if

a. For every element a of P and every quantity ex of the system S, a
certain element of the system is defined, which is called the product of a
and ex is denoted by aex;

\n. For any two quantities ex, fJ of the system, a certain quantity of the

same system is uniquely defined which is called the sum of the first two

quantities and is denoted by ex + fJ;

c. For any two quantities of the system ex, fJ, another quantity of the)))
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same system is uniquely defined which is called the product of the first

two and is denoted by exfJ;

and if these three operations have the following properties:*

I '. ex + fJ
=

fJ + ex,

2'. (ex + fJ) + y = ex + (fJ + y),

3'. The system S has a zero quantity () with the property

ex + () =
ex,)

4'. a(ex + fJ) = aex + afJ,

5'. (a + b) ex = aex + bex,

6'. (ab) ex = a(bex),

7'. ()ex =
(), I . ex =

ex, where I is the unit element of the field P,
8'. Among the quantities of S there exist exl , ex2 , ..., exn , such that in

terms of these every quantity of the system can be uniquely represented in

the form alexl + a 2ex2 +
... + anex n ,

9'. (aex) fJ
=

ex(afJ)
=

a(exfJ),

10'. ex(fJ + y) =
exfJ + exy, (fJ + y) ex =

fJex + yex.

In this definition the elements of the arbitrary field P play the role that

so far was played by the real numbers. From the condition 8' it is clear

that every hypercomplex quantity is determined by a system of n elements

aI' a2 , ..., an of P and that it can therefore, depending on the choiceof P,
be determined by n complex numbers, n rational numbers, n real numbers,
and so forth.

The first eight postulates signify that S forms a linear finite-dimensional
space(seeChapter XVI, \n2) over the field P, which we shall call the ground
field of the algebra.

The requirement 9' and 10' can be combined in the form of the equations

(afJ + by) ex =
a(fJex) + b(yex),

ex(afJ + by) =
a(exfJ) + b(exy),

from which it follows that the operation of multiplication is linear with

respect to each factor.
Of the two terms \"hypercomplex systems\" and \"algebra\" the second has

been preferred in recent years, since the elements of very general \"hyper-

complex systems\" may differ in their properties considerably from the
ordinary numbers, so that it is inappropriate to call them \"hypercomplex)

* By letters of the Greek alphabet we denote arbitrary quantities of the system S,
and by lelters of the Latin alphabet elements of the field P.)))
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numbers.\" The terms \"hypercomplex systems,\" and \"hypercomplex
numbers\" are now applied only to the simplestalgebras,for example to the

system of the ordinary quaternions.
From the requirements I' through 10' it is clear that in algebras the

commutativity and associativityof multiplication is not assumed, nor the
existence of a unit element nor the possibility of \"division.\"

Every algebra S has a basis, i.e., a system of elements CXI , CX2 , ..., CXn in

terms of which all the elements of the algebra can be uniquely represented
in the form of linear combinations alcxl + a2cx2 +

... + ancx n with coef-

ficients from the ground field P. Every algebra can have infinitely many

bases, but the number of elements of each basis is one and the same and

is called the rank of the algebra.
The system of complex numbers regarded as an algebra over the field

of real numbers has a basisof the numbers I and i. But the pairs of numbers

2 and 3i, I and a + bi (a, b are real, b :;I:: 0) can also serve as bases.
Let EI , E2 , ..., En be the basis of an arbitrary algebra over a certain field

P. By definition every element of the algebra can be written uniquely in

the form)

CX = aIEl + a2E2 +
... + anEn .)

If fJ
= blEI + ... + bnEn is any other element of it, then by the properties

I' through 6' we have

cx + fJ
= (a l + bl) EI + (a 2 + b2 ) E2 + ... + (an + bn ) En .)

Similarly, for every a of P we have)

acx = aalEI + aa2E2 +
... + aanEn .)

Therefore the operation of addition of quantities of the algebras and of
their multiplication by elements of the field P are uniquely determined

by the given formulas. The operation of multiplication of quantities of the

algebra must be specially defined for each algebra; but we need not know
how to multiply arbitrary quantities of the algebra, it is sufficient to know
the law of multiplication of the basis quantities Ei' Indeed, by the

properties 9' and 10')

(alEI + a 2E 2 +
... + anEn)(b l EI + b2 E2 + ... + bnEn)

= L aib j .
E;Ej .)

Each of the products E;Ej is a certain quantity of the algebra and can

therefore be expressed in terms of the basis elements)

E;Ej
= CiilEI + Cij2E2 +

... + C;jnEn .)

Here C;jk denote elements of the ground field P over which the algebra is)))
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constructed. The first index denotes the number of the first factor, the

second, the number of the second factor, and the third indicates the number

of that element whose coefficient is Ci;k' The coefficients Ci;k are called

the structure constants of the algebra, since a knowledge of theseconstants
completely determines all the operations on the quantities of the algebra.

It is easy to count the number of structure constants of an algebra of
rank n. Every constant has three indicesi, j, k. Therefore the number of

structure constants of an algebra of rank n is equal to the number of triplets

formed from the natural numbers 1,2, ..., n, i.e., to n 3. For example, the

system of complex numbers over the field of real num\nrs has a basis

consisting of the numbers I, i. In virtue of the equations)

I . I = I . I + 0 . i,
I . i = 0 . I + I .

i,)

i . I = 0 . I + I . i,
i . i = -I . 1 + 0 .

i,)

the structure constants are equal, respectively,to)

CUI
= a,

C121= 0,)

CU2 = 0,

C122
=

I,)

CUI
= 0,

C221
= -I,)

C212
= I,

C222= O.)

Suppose, conversely, that n 3 elements Cijk of an arbitrary field Pare
given, indexed by triplets of the natural numbers (i,j, k = 1,2, ..., n).
Then they can be taken as the structure constants of an algebra over the

field P using the equation EiE; = L:=1 Ci;kEk as the definition of multi-

plication in the algebra.

Previously we have seen that every algebra has, in general, infinitely

many distinct bases. The structure constants depend on the choice of the

basis and therefore one and the same algebra can be given by distinct

systems of structure constants.
Which algebras should be regarded as distinct and which as equal?

In the theory of algebras it is convenient to regard two algebras over
one and the same field P as equal if they are isomorphic, i.e., if the

quantities of one algebra can be put into one-to-one correspondence with

the quantities of the other in such a way that the sum and the product

of any two quantities of the first algebra are associated with the sum and
the product of the corresponding quantities of the second algebra and
that the product of any element of the field P by an element of the first

algebra is associated with the product of the same element of P and the
correspondingelement of the second algebra.

This definition of identity of algebras shows that in the theory of algebras
we only study those properties of the quantities and systemsof quantities

of the algebra that find their expression in the form of certain properties)))
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of the three basic operations. To put it briefly, the theory of algebra
studiesproperties of the operations performed on the quantities of the

algebra and has nothing to do with the nature of the quantities that form

the algebra.
It is easy to show that if two algebras are isomorphic, then quantities

that form a basis of one algebracorrespondto quantities that form a basis
of the other, and that the structure constants computed with respect to

corresponding bases are equal. Conversely, if two algebras over one and
the same field have equal structure constants in suitable bases, then such

algebras are.isomorphic.
Among all the algebras, the associative algebras have always played and

are still playing a very important part, i.e., the algebras in which the

operation of multiplication satisfies the associative law cx(fJy)
= (cxfJ)y.

The present section will give an account of the properties of such algebras.

Among the nonassociative algebras the most interesting are the Lie

algebras, for which the following properties of multiplication are assumed
to be satisfied:)

cxfJ
= -fJcx,) cx(fJy) + fJ(ycx) + y(cxfJ)

= O.)

They are of interest in view of the close connection that exists between

Lie algebras and Liegroups,which were discussed in \n7.)

The algebra of matrices. We have pointed out earlier that in the first

period of the development of the theory of hypercomplex systems the main

attention was centered on the investigation of various systems which for

one reason or another were of particular interest to the investigators.
We have already examined some of these systems. The investigation of

the algebra of matrices which plays a fundamental role in the general

theory of algebras began approximately at the middle of the last century.
Let us briefly recall here the definitions of the operationson matrices (see

Chapter XVI, \nl).

A matrix over a field P is a collectionof elements of the field arranged in

the form of a rectangular table. Two matrices are called equal if their

elements in corresponding places are equal. Herewe shall only consider

square matrices for which the number of rows is equal to the number of

columns. The number of rows or columns of a square matrix is called its

order.

To add two matrices of equalorderwe add their corresponding elements.

Multiplication of a matrix by a number is, by definition, multiplication of

all the elements of the matrix by that number. The operationof multi plica-

tion of a matrix by a matrix is defined in a more complicated fashion:
The product of two matrices of order n is the matrix of the sameorder in)))
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which the element in the ith row and the jth column is equal to the sum

of the products of the elements of the ith row of the first matrix into the

corresponding elements of the jth column of the second. For example:)

[

a b

] [

X Y

] [

ax + bXI ay + bYI

]a] hI Xl YI
=

alx + blXI alY + blYI
.)

The motives. for the choice of this definition of multiplication of matrices
wereexplained in Chapter XVI.

In virtue of the definitions given, matrices of order n with elements

from an arbitrary field P form a system of quantities which can be added,
multiplied by elements of P, and multiplied among each other. Straight-

forward computations show that the properties I' through \\0' which define

an algebra are satisfied. Furthermore, it is easy to show that the multiplica-

tion of matrices satisfiesthe associative law. Therefore the system of all

matrices of a given order n with elements from a given field P form an

associative algebra over this field.

The obvious equation)

[;\n]
=

a[\n\n] +b[\n\n] +c[\n\n]+d[\n\n])

shows that the four matrices on the right-hand side form a basis of the
algebra of matrices of order 2. More generally, when we denote by \342\202\254ij

the matrix in which there is a I in the ith row and jth column and the

remaining places are zeros, then we have the equation)

r

an ...
a1n

l

: :
=

\n aij\342\202\254ij,
>.J

ani
..,

ann)

which shows that the matrices \342\202\254ijform a basis of the algebra of matrices

of order n. Since the number of matrices \342\202\254ijis equal to n 2, the rank of the
algebra of matrices is also equal to n

2 . The multiplication table for the
basis elements \342\202\254ijhas the form)

\342\202\254ij
.

\342\202\254jl
=

\342\202\254i/,) \342\202\254iJ
.

\342\202\254kl
= 0,) j-::pk,) i,j, k, I = 1,2, ..., n.)

The algebra of matrices contains a unit element, namely the unit matrix.)

Representations of associative algebras. Suppose that with every
quantity of a certain algebra A over a field P a definite quantity of some

other algebra B over the same field P is associated. If the sum and product)))
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of any two elements of A are associated with the sum and product of the
correspondingelements of B and the product of every element of P by an

arbitrary element of A with the product of the same element of P and the

corresponding element of B, then we say that the algebra A is homo-

morphically mapped into the algebra B. A homomorphic mapping of an
associative algebra into the algebra of matrices of order n is called a

representation of A of degree n. If distinct elements of A correspond to
distinct matrices the representation is called faithful or isomorphic. When

an algebra A is isomorphically represented by matrices, we may assume
that the operations on the quantities of the algebrareduceto the operations

on the corresponding matrices. Therefore the task of finding representa-
tions of algebrasis of considerable interest. Here we shall only consider

some of the simplest methods of finding representations; however, these

methods play an important role in the general theory.
Let us choose an arbitrary basis El, E2 , ..., En in the given associative

algebra A, and let a: be an arbitrary quantity of A. The products Ela:,

E2a: , ..., Ena: are again quantities of A and therefore must be expressible
linearly in terms of El , E2 , ..., En' Suppose that)

Ela:
= anEl + a12E2 + ... + a1nEn,)

E2a:
= au El + a 22E 2 +

... + a2n En ,)

Ena:
= anlEl + an2 E2 + ... + annEn.)

As we can see, for a fixed basis we can associate with every element a: a

definite matrix 1 aij I. A very simple calculation shows that this corre-

spondence is a representationof A. This representation is often called the
regular representation of A. Its degree is obviously equal to the rank of

the algebra.
The complexnumbers can be regarded as an algebra of rank 2 over the

field of real numbers with the basis ], i. The equations)

] .
(a + bi) = a . I + b

.
i,

i. (a --I- bi)
= -b . I + a .

i)

show that in the corresponding regular representation the complex number

a --I- bi corresponds to the matrix)

[ -: \n]

.)))
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The analogous representation of quaternions has the form)

l

ab C d

l

-b a -d C
a + bi + cj + dk -+ -c d a-b

-d -c b a)

These representations of the complex numbers and the quaternions are

faithful (i.e., isomorphic to the algebra). Examplesshow, however, that

the regular representation is not always faithful. But if the algebra contains
a unit element, then its regular representation is necessarilyfaithful.

It is easy to show that every associative algebra can be embedded in an

algebra with a unit element. The regular representation of the containing
algebra is faithful; therefore this representation of the given algebra is

also faithful. Thus, every associative algebra has a faithful representation

by matrices.

This method of finding representations is insufficient for constructing
all the representationsof an algebra. A more refined method is connected
with the concept of an ideal of an algebra which plays an important role
in modern mathematics.

A system I of elements of an algebra is called a right ideal if it is a linear
subspaceof the algebra and if the product of every element of I with an

arbitrary element of the algebra again belongsto I. A left ideal is defined

similarly (with an interchange of the order of the factors). An ideal that is

simultaneously left and right is called two-sided. It is clear that the zero

element of an algebra by itself forms a two-sided ideal, the so-calledzero
ideal of the algebra. Also the whole algebracan be regarded as a two-sided

ideal. However, apart from these two trivial ideals, the algebra may contain

other ideals, the existence of which is usually connected with interesting
properties of the algebra.

Suppose that an associative algebra A contains a right ideal I. Let us
choosea basis EI , E2, ..., Em in this ideal. Since in the general case I forms
only part of A, the basis of I will, as a rule, have fewer elements than a

basis of A. Let Ct be an arbitrary element of A. Since I is a right ideal and

EI , E2 , ..., Em are contained in I, the products EICt, ..., EmCt are also

contained in I and hence can be expressedlinearly in terms of the basis

EI , ..., Em ; i.e.,)

EICt
= anEI + ... + almEm,)

Em Ct = amlEI + ... + ammEm.)

By associating with the element Ct the matrix II a i; II we obtain, as before,)))
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a representation of the algebra A. The degree of this representation is

equal to the number of elements of the basis of the ideal I and is,therefore,

in general smaller than the degree of the regular representation. Obviously,
the degree of the representation obtained by means of an ideal will be

smallest if the ideal is minimal. Hence one can understand the fundamental
role of minimal ideals in the theory of algebras.)

The structure of algebras. By what has been said, every associative

algebra A can be isomorphically represented by matrices of a certain
order. The aggregate of matrices that correspond in this representation

to the quantities of A is itself an algebra, but only part of the algebra of all

matrices of the given order. If a certain part of the quantities of an algebra
is itself an algebra, then it is called a subalgebraof the given algebra. We

can therefore say that every associative algebra is isomorphic to a certain

subalgebra of matrices.

Although this result is of interest in principle, since it reduces the

problem of finding all algebras to that of finding all possible subalgebras
of matrix algebras, it does not give a direct answerto the question of the

structure of algebras. The first general answer to this question was given
at the end of the last century in the works of F. E. Molin (1861-1941),

Professor at the University of Dorpat (Tartu), who taught at the Poly-
technic Institute at Tomsk around 1900.

An algebra is called simple if it does not contain any two-sided ideals
other than the zero ideal and the whole algebra. Molin proved that every

simple associative algebra of rank 2 or more over the field of complex
numbers is isomorphic to the algebra of all the matrices of a suitable
order over this field.

Continuing Molin's fundamental investigations, Wedderburn obtained

at the beginning of the 20th century a number of results which give a

very complete description of the structure of algebras over an arbitrary

field.

An arbitrary system of elements of an algebra A (in particular the
algebra A itself or an ideal or a subalgebra of it) is called nilpotent if

there exists a natural number s such that the product of any s elements

of the system is equal to zero. Every associative algebra has the unique

maximal two-sided nilpotent ideal which is called the radical of the algebra.
An algebra whose radical is equal to zero is called semisimple. It can be

shown that every semisimple algebra splits into a sum of a special kind of
simplealgebras;in virtue of this, the study of semisimple algebras reduces

entirely to that of simple ones. Finally, an algebra A is called a divison

algebra if every equation of the form ax = b (a \"* 0) has a solution in A.

The structure of simple algebras over the field of complex numbers is)))
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completely described by the theorem of Molin mentioned earlier. But if

the ground field P is arbitrary, then the following more general theorem
of Wedderburn holds: Every simple algebra of rank 2 or more over a field
P is isomorphic to the algebra of all matrices of suitable order with

elements from a certain division algebra over the same field P. Thus,
Wedderburn's theorem reducesthe problem of finding simple algebras
over a given field P to that of finding division algebras over P. Over the
field of complexnumbers there exists only one division algebra, the field of

complex numbers itself. Hence it follows by Wedderburn's theorem that

all simple algebras over the field of complex numbers are isomorphic to

an algebra of matrices over the same field, i.e., Molin's theorem.
Over the field of real numbers there exist only three associative division

algebras: the field of real numbers itself, the field of complex numbers,
and the algebra of quaternions. The proof of this statement is not very
easy, and we shall not dwell on it here. By Wedderburn's theorem this

implies that every simple algebra over the field of real numbers is

isomorphic to the algebra of matrices of a suitable order either over the

field of real numbers or over the field of complex numbers or over the

quaternion algebra.

From these examples it is clear how the structure of semisimplealgebras
is described by the theorems of Molin and Wedderburn. In regard to

algebras with a radical, for them the so-called fundamental theorem of

Wedderburn is of great importance; according to this theorem, under

certain restrictions to be imposedon the ground field, every algebra A with

a radical R has a semisimplesubalgebraL such that every element of the

given algebra A can be uniquely represented in the form of a sum ,\\ + p

(,\\ E L, pER), where the subalgebra L is in a certain sense uniquely
determined within A.

The fundamental theorems just formulated give an orderly idea of the

possible types of associative algebras and reduce the question of their

structure essentially to the analogous problem of the structure of nilpotent
algebras. The theory of the latter is at present still in the process of

development.)

\n13. Lie Algebras

In \n12 we said that in addition to the theory of associativealgebrasat

the present time the theory of Lie algebras has been worked out in great

detail; for these, multiplication is subject to the rules)

o:f3
= -f3o:,) o:(f3y) + f3(yo:) + y(o:f3)

= O.)

The importance of these algebras can beexplained by the fact that they)))
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areclosely connected with Lie groups (see \n7), i.e., with the most important
class of continuous groups. As we have seen above, Lie groups play a

remarkable role in contemporary geometry. Becauseof the origin of the

theory of Lie groups and Lie algebras, the greatest interest lies in Lie

algebras over the field of all real and of all complex numbers.

One of the simplest examplesof a Lie algebra is the following. Let us
consider the set of all square matrices of a given order n. We introduce an

operation of commutation on them; by this we understand the formation
of the so-called commutator AB- BA of given matrices A and B, denoted
by [A, B].

It is easy to verify that)

[A, B] = -[B, A],

[A, [B, C]] + [B, [C, A]] + [C, [A, B]] = O.)

Consequently, the set of all square matrices of a given order forms a

Lie algebra with respect to the operation of commutation. It is clear that

every subalgebra of the Lie algebra formed by matrices, i.e., every set of
matrices that is closed with respect to the operationsof addition, multipli-

cation by a number of the ground field, and commutation, is in its turn

a Lie algebra.
The question whether for every abstractly given Lie algebra there exists

a matrix algebra isomorphic to it remained open for a long time. It was
solved in the affirmative only in 1935 by I. D. Ado, a pupil of the famous

algebraist H. G. Cebotarev.
Now let us sketch in general terms, without going into details and

without giving rigorous statements, the connections between Lie groups
and Liealgebras,restricting ourselves to the case when the Lie group and
the Lie algebra are representedby matrices.

Let L be a certain Liealgebraof matrices.With every matrix A belonging
to L we associatethe matrix U = eA = E + A/I! + A2/2! + .... Then
the collection of all matrices obtained in this way forms a Lie group under
the ordinary matrix multiplication. Conversely,for every Lie group we
can find a unique Lie algebra (to within isoD1orphism) such that the

group correspondingto it is isomorphic to the given one. For simplicity

we have given not an accurate but a simplified formulation of the theorem
on the connection between Lie groups and Lie algebras. Actually the

relation U = eA
exists only for U sufficiently close to the unit matrix and

for A sufficiently close to the null matrix. A rigorous formulation would

require the introduction of the rather complicated concepts of a local

group and a local isomorphism.
Thus, the transition from the Lie algebra to the corresponding group

proceeds by an operation similar to exponentiation and the inverse)))
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transition, from the group to the algebra, by an operation similar to

taking logarithms.

If L coincides with the algebra of all matrices of order n, then the

corresponding Lie group is the group of all nonsingular matrices, because

every matrix U close to the unit matrix can be represented in the form

U = eA.

A matrix A =
II aij II is called skew-symmetric if its elements satisfy the

relation au = -au . Skew-symmetric matrices form a Lie algebra, because
if A and B are skew-symmetric, then the matrices AD - BA = [A, D]
and etA + fJB are also skew-symmetric.

It is easy to verify that for every skew-symmetricmatrix A the expression
eA

is an orthogonal matrix and that every orthogonal matrix which is
close to the unit matrix can be represented in this exponential form.

Therefore the Lie algebra of the group of orthogonal matrices is the

algebra of skew-symmetric matrices.

From analytical geometry it is known that every rotation of space
around the coordinate origin is given by an orthogonal matrix and that

the product of rotations corresponds to the product of the corresponding
matrices. In other words,the group of rotations of space around a certain

fixed point is isomorphic to the group of orthogonal matrices of order 3.
Hence we deduce that the Lie algebra for the group of rotations of space

is the algebra of all skew-symmetric matrices of order 3, i.e., the Lie algebra

of matrices of the form)

[

0 -a -b

]
A = a 0 -c .

b C 0

Since each of these matrices is completely characterized by the three
numbers a, b, c, it can be represented by the vector a having the projections

a, b, C on the coordinate axes.Herea linear combination etAl + fJA 2 of

matrices Al and A 2 of the given form obviously is associatedwith the linear

combination of the corresponding vectorseta l + fJa 2 , and the commutator
of the matrices)

[AI' A 2 ] = AIA2 -
A2 A l

[

0 -al -hI

]
al 0 -c l
b l c l 0

[

blC2
\n b 2c l

a2cl - alc2)

[

\n2 -\n2 =\n:
]

_

[
\n2 -\n2 =\n:

]b2 C2 0 b 2 c 2 0

b 2c 1
- blc2 a l c2 - a2Cl

]

o a2bl - alb 2

a l b 2
- a 2b 1 0)

[

0 -al -b l

]
al 0 -c l
b 1 c l 0)

is associated with the vector whose components are blc2- b 2c l ,)))
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a2cl
- alc2 , a lb2

- a2bl , i.e., with the vector products of al and a2 . So we

have arrived at the remarkable result that the set of ordinary vectors
under the operations of addition, multiplication by a scalar, and vector
multiplication forms a Lie algebra which corresponds to the group of
rotations of spacearound a fixed point. This shows at once how closely

geometric concepts are connected with the group of rotations of space, in

other words with the laws of motion of rigid bodies.

At the end of the last and the beginning of the present century, a number

of results were obtained for Lie algebras that are similar to the fundamental
results on associative algebras, although the proofs and statements are
here more complicated.Thus, as a result of the efforts of Lie, Killing, and

Cartan the concepts of a radical and of semisimplicity of a Lie algebra

were successfully established at the beginning of the 20th century and all

simple Lie algebrasover the fields of real and complex numbers were
found. In the early 1930's the theory of representationsof Liealgebrasby

matrices was constructed, in principle, by Cartan and Weyl and proved
to be a remarkable instrument for the solution of many problems. In the

last 15 years the development of the theory of Lie algebras has occupied
a number of Soviet mathematicians, who have obtained in this domain

some significant results. In particular, they made important progress in

the theory of representationsof Liealgebrasand gave definitive solutions

to the problems of semisimplesubalgebrasof Lie algebras, of the structure
of algebras with a given radical, and so forth.)

\n14. Rings

In \nll we have given the general definition of a field as an arbitrary

set of elements on which the operations of addition and multiplication

satisfying the postulates I through 10 are defined. By omitting in this

definition the postulate 10,on the existence of a quotient, and the postu-
lates 7 and 8, on commutativity and associativity of multiplication, we
obtain a definition of the concept of a ring, one of the most important
concepts of contemporary algebra.

Every field and also every algebra consideredonly with respect to the

operations of addition and multiplication is a ring. An even simpler

example of a ring is the set of all rational integers with the usual operations
of addition and multiplication. Under the same operations the sets of
numbers of the form a + bi, a + by2, a + b{l2+ c\n/4 and so forth

also form rings, wherea, b, c are rational integers. The elements of these
rings are numbers and the rings are thereforecalled number rings. Some

important properties and applications of these rings were discussed in

Chapters IV and X.)))
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However, there exist important classes of rings whose elements are not

numbers. For example, under the usual operations of addition and

multiplication the sets of polynomials in given variables Xl' X 2 , ..., Xn

with coefficients from any fixed ring or field form rings, also the set of all

continuous functions defined on a certain domain, or the set of linear
transformations of a linear space or a Hilbert space.

The arithmetic properties of number rings form the subject matter of

the profound theory of algebraic numbers, which lies halfway between

algebra proper and number theory proper. The investigation of properties
of rings of polynomials is the object of the so-called theory of polynomial
ideals, which is closely connected with the higher branches of analytical

geometry. Finally, rings of functions and transformations playa funda-
mental role in functional analysis (see Chapter XIX).

On the basis of these and some other concrete theories, the general

theory of rings and the theory of topological rings were rapidly developed
in the present century.

For reasonsof space we shall now give only some individual results

relating to the rudiments of the theory of rings.)

Ideals. A subset I of elements of a ring K (not necessarily associative)
is called an idealif the difference of any two elements of I is again contained

in I and if the products ax, xa of an arbitrary element a of I and an

arbitrary element x of K are contained in I.

Every ideal of a ring is such a part of it that it is itself a ring under the

operations of addition and multiplication defined in the ring. Such parts
are calledsubringsof the given ring, so that every ideal is at the same time

a subring. The converse is not true, as a rule.
The intersection of an arbitrary system of idealsof a ring is again an

ideal, in particular the intersection of all the ideals containing an arbitrary

fixed element a of the ring is an ideal. This is called the principal ideal
generated by the element a and is denoted by (a).

The concept of the ideal generatedby two or several elements is defined
in the same way. It is easy to show that if an associative commutative ring

has a unit element, then the ideal generated by the elements aI' ..., an is

simply the collection of all elementsof the ring that admit a representation
in the form of a sum xlal + ... + xna n , where Xl' ..., X n are arbitrary
elements of the ring. In particular, the principal ideal (a) in a commutative

associative ring with a unit element is simply the collectionof all elements

that are multiples of a, i.e.,have the form xa.

In the ring of all rational integers every ideal is principal. The ring of

polynomials in a single variable with coefficients from an arbitrary field

has the same property, and so has the ring of complex numbers of the)))
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form a + bi, where a and b are rational integers, and also a number of
other rings. However, the set of all polynomials in two variables x, y
without a free term is an ideal, but not a principalideal, in the ring of all

polynomials in x and y with rational coefficients.
Just as we have done above for a normal subgroup in the theory of

groups, so we can construct for every ideal I of a ring K a residue class

ring (or factor ring) KII. This is done as follows. Two elements a, b, of K
are called congruent modul9 the ideal I, in symbols a == b(I), if their
difference a - b is contained in I. It is easy to verify that the congruence
relation is symmetric, reflexive,and transitive (see Chapter XV), so that

all the elements of K are split into classes of congruent ones (modulo I).
Ifwe now consider these classes as elements ofa new set, we can introduce
for them the conceptof a sum and of a product: The \"sum\" of two classes

shall be that class which contains the sum of any two elements that occur
in the given classes respectively, and the product is that class which

contains the product of these representatives. From the definition of ideals
it follows that the sum and product defined in this do not in fact

depend on the choice of the representatives and that as a result the set
of classesbecomesa ring.

The role of the residue class ring in the theory of rings is entirely

analogous to the role of the factor group in the theory of groups. In

particular, the construction of residue class rings of known rings is a
convenientmethod of forming new rings with various properties. Further-

more, it is easy to show, for example,that an arbitrary commutative ring
K is isomorphic to the factor ring of a ring of polynomials with integer
rational coefficientsin a sufficiently large number of variables.)

Arithmetic properties of rings. In number rings and in fields the

product of several elements can only be equal to zero if at least one of the
factors is equal to zero. In arbitrary rings this need not be true, for example
the product of two non null matrices can be the null matrix. If in a certain
ring ab = 0 and a =1= 0, b =1= 0, then a and b are called divisors of zero. If

there are no such elementsin a ring, then the ring is called a ring without

divisors of zero.

For the investigation of the laws of divisibility in rings, we usually
assume that the ring is commutative and has no divisors of zero. Such

rings are often- called integral domains. The number rings and polynomial

rings mentioned previously are integral domains.

Let K be an integral domain. We say that an element a is divisible in K

by the element b if a = bq,q E K. From this it follows immediately that

a sum of elements divisible by b is divisible by b and that the product

of several elements of K is necessarily divisible by b if one of the factors)))
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is divisible by b. When we try to introduce in the theory of rings the concept
of a prime element similar to that of a prime number, we come across a
complicationthat was already mentioned in Chapter X. Namely, to begin
with we have to introduce the concept of associateelements of a ring,

calling elements a, b associateif a is divisible by band b divisible by a.

Setting a = bql , b = aq2 , we have ab = ab .
qlq2; i.e., qlq2 = e, where

e is the unit element of K.The quotients of associate elements are therefore
called divisors of one or units. Every element of the domain is divisible

by every unit. In the ring of rational integers the units are :I: l,in the

ring of numbers of the form a + bi, where a, b are integers, the units are

the numbers :f:l, :l:i.
Every element of an integral domain K has decompositionsof the form

a = a\342\202\254. r 1, where \302\243is an arbitrary unit. These decompositionsare called
trivial. If a has no other decompositions, then a is called a prime
or indecomposableelement of K. In connection with the very important
theorem on the unique decomposition of integers into prime factors, it is

of interest to find such classes of rings, and among them noncommutative

ones, in which a similar theorem holds.For example this theorem holds

in principal ideal rings, i.e., in integral domains in which all ideals are
principal.

The very concept of ideal arose in connection with the problem of
uniqueness of decomposition into prime factors. Approximately at the
middle of the last century the German mathematician Kummer, trying

to prove the famous proposition of Fermat that the equation x n + yn = zn

has nonzero integer solutions for n ;? 3, had the idea ofconsideringnumbers

of the form ao + a1{+ ...+ an {n-l, where { = cos 27T/n + i sin 27T/n is a

solution of the equation xn = I and a o , ..., an are ordinary integers. The
numbers of this type form an integral domain and Kummer at first took it

for granted as an obvious proposition that the theorem of unique
decomposition into prime factors holds in this domain. On this basis he

constructed a proof of Fermat's theorem. However, in checking his

arguments he observed that this assumption of the uniqueness of
decomposition is not true. Wishing to preserve the uniqueness of
decomposition into prime factors, Kummer was compelled to consider
decompositionsof numbers of the domain into factors that do not occur

in the domain itself.These numbers he called ideal. Subsequently, in the

construction of the general theory, mathematiciansintroduced instead of

the ideal numbers the sets of elements of the domain that are divisible by
one ideal number or another, and they were called ideals.The discovery

of the nonuniqueness of the decomposition into prime factors in number

rings is one of the most interesting facts found in the last century
and has led to the creation of the extensive -theory of algebraic numbers.)))
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One of the most striking applications of this theorem to the problem of
the decomposition of ordinary integers into a sum of squares was

mentioned at the end of Chapter X. The work of mathematicians of an
older generation, E. I. Zolotarev, G. F. VoronoI, I. M. Vinogradov, and

N. G. Cebotarev, has played a significant role in the development of the
theory of number rings.)

Algebraic varieties. Another source of the theory of ideals lies in

algebraic geometry. When one first becomes acquainted with the theory of
curves of the second order, one usually learns with astonishment that the

single name hyperbolais given to the collection of two disconnected curves,

namely the branches of the hyperbola, and also that a pair of straight

lines is called a degenerate curve of the second order. This point of
terminology is clarified in algebra: If equations of curves are considered
in the form f(x, y) = 0, where f(x, y) is a polynomial in x, y, then in the

first case the left-hand side of this equation is an irreducible polynomial
of the second degree, and in the second case a product of two factors of

the first degree. A curve whose equation can be representedby means of

an irreducible polynomial f(x, y) is called irreducible, and otherwise

reducible.

On transition to curves in space the matter becomes more complicated.
A space curve can be represented by a system of two equations.f(x, y,z) = 0,
g(x,y, z)

= 0, where the polynomials f and g are by no means uniquely

determined by the curve. What shall we call here an irreducible curve?

The natural answer is given by the theory of ideals. Letfl ./2 , ...be an

arbitrary set of polynomials in the variables x, y, z with complex coef-

ficients. The set of points in the (complex) space whose coordinates make
all these polynomials vanish is called the algebraic variety defined by the

given polynomials. We denote this variety by M and consider all the
polynomials in the variables x, y, z that vanish at every point of M. It is
easy to see that the set I of all such polynomials is an ideal in the ring of

polynomials in x, y, z. Moreover, this ideal has the property that if a power
of some polynomial is contained in I, then the polynomial itself is
contained in I. Now it turns out that, whereas distinct sets of polynomials
may define one and the same algebraicvariety, the correspondence between

varieties and ideals with the aforementioned additional property is one-
to-one.

Thus, in studying properties of varieties, it is natural to discuss not their

more or less accidental \"equations,\" but the corresponding ideals. If an
ideal I can be represented in the form of the intersection of any two ideals
II , 12 , then the variety M is the union of the varieties M 1 , M 2 , corre-

sponding to the ideals II , 12 , Hence it is clear that a variety M must)))
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naturally be called irreduciblewhen the corresponding ideal I cannot be
represented in the form of an intersection of any two containing ideals.

To the splitting of a curve into curves of lower orders, to the decomposition
ofa variety into irreducible ones, there now corresponds the representation
of a correspondingideal in the form of an intersection of indecomposable
ones.The problem of uniqueness and possibility of such decompositions

is one of the first in the theory of algebraic varietiesand the general theory
of ideals.)

The structure of noncommutative rings. Every algebra is at the same
time a ring with respect to the operations of addition and multiplication.

Therefore, a considerable number of fundamental concepts and results
in the theory of algebras remains valid for arbitrary rings. However, the
transfer of more subtle results in the theory of algebras similar, in

particular, to the theorems of Molin and Wedderburn (see \nll) comes up
against great difficulties which have only been partially overcome in the

last 10or 15years. First of all there is the matter of finding such a definition

of the radical ofa ring that rings with a zero radical have some resemblance

to semisimple algebras and that for all algebras results of the structure
theory of algebras should be obtained as specialcasesfrom theorems in

the theory of rings. There is at present in the theory of rings a number of

definitions of a radical that enable us under some restrictionor another to

construct a satisfactory theory of the structure of semisimplerings.As we

have mentioned earlier, the interest in the theory of noncommutative rings
is stimulated to a certain extent by the very appreciable value of the

theory of rings of operators in functional analysis.)

\n15. Lattices

As the reader is aware, a set of objectsis called partially ordered if for
certain pairs of its elements it can be determined which of these objects

precedes the other or is subordinate to the other; here it is assumed that:
(1) every object is subordinate to itself; (2) if a is subordinate to band b
subordinate to a, then it follows that a and b are identical; (3) if a is
subordinate to band b to c, then it follows that a is subordinate to c.
The relation of subordination is usually denoted by the symbol \n.

An important example of a partially ordered set is a system of all subsets

of an arbitrary set where the relation of subordination means that one

subset is part of another.
If the relation of subordination is defined for every pair of elements of a

partially ordered set, then the set is called totally (or linearly) ordered.

Ordered sets are, for example, the real numbers, where the relation a \n b)))
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means that a is not greater than b. By way of contrast, the partially ordered

set of all parts of an arbitrary collection containing more than one element
is not totally ordered, since subsets without common elements are not

comparable with one another.

Suppose that the elements of a partially ordered set M have the property
that every pair a, b have a unique nearest common larger element c, i.e.,
such that a \n c, b \n c and that for every d of M satisfying the conditions

a \n d, b \n d we have c \n d. Then M is called an upper semi/atticeand

the element c is the \"sum\" of a and b. It is easy to verify that this \"ad-

dition\" has the following properties:)

a + b = b + a,) (a + b) + c = a + (b + c),) a + a = a. (13))

It is very remarkable that the converse can also be stated.If in a certain

set an operation of addition is defined having the properties (13), then, by

calling an element a subordinate to an element b if a + b = b, we obtain

a partially ordered set in which a + b is the unique nearestcommon larger

element for a and b.
Similarly we can define lower semilattices by considering in place of

the nearest larger elements the nearest smaller ones, which are here called

\"products\"of the given elements. This operation has the same property

as \"addition,\" namely)

ab =
ba,) (ab)c

= a(bc),) aa = a.) (14))

A partially ordered set which is at the same time an upper and a lower
semilatticeis called a lattice. By what has been explained, in every lattice

we can define two operations subject to the conditions (13) and (14).
However, these operations are connected with one another, since the
relation a \n b in a lattice can be written in either of the forms a + b = b,

ab = a. In other words,in lattices the equation a + b = band ab = b

must be equivalent. It turns out that the latter conditions can be written

algebraically in the form of equations)

a + ab =
a,) a(a + b) = a,) (15))

and, by virtue of this, the study of lattices becomes a purely algebraic

task of studying systems with two operations subject to the conditions (13),
(14),and (15). The significance of the algebraic approach to the study of

lattices consists, roughly speaking, in the fact that the peculiarities of one
concrete lattice or another in individual cases can be conveniently ex-
pressedin the form of algebraic relationships of one kind or another

between the elements; also we can take advantage of the rich apparatus
of the classical theory of groups and rings.)))
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As we have alreadymentioned, the set of all subsets ofa set isa partially

ordered set. It is not difficult to see that. it is a lattice and that the lattice
sum is here the union and the lattice product, the intersection of the

corresponding subsets. If we consider not all but only some of the subsets,
then we can obtain a variety of lattices. For example, lattices are the set

of all subgroups and also the set of all normal subgroups of an arbitrary

group, the set of all subrings and the set of all ideals of an arbitrary ring

and so forth. In particular, in the lattices of all normal subgroups of a
group and of all ideals of a ring apart from the fundamental identities
(13),(14),and (15), the following so-called modular law holds also:

a(ab + c) = ab + ac.

The theory of lattices with the modular law (modular or Dedekin lattices)
is an important chapter in the general theory of lattices.

A considerable number of theorems in the theory of groups and in the

theory of rings are statements on the arrangement of subgroups, normal
subgroups and ideals; consequently, these theorems can be reformulated

as theorems on the lattices of subgroupsor ideals.With some restrictions

similar theorems hold for general lattices. In this way certain important
theorems were transferred from the theory of groups, the theory of rings,
and other disciplines to the theory of lattices. On the other hand, the

application of the apparatus of the theory of lattices proved useful in

finding properties of concrete lattices, for examplein the theory of groups
and the theory of rings.

The theory of lattices has grown up rather recently, in the twenties and

thirties of our century, and has not yet found such important applications
as, say, the theory of groups. However, at the present time the theory
of lattices is a well-formedmathematical discipline with a rich content
and a substantial range of problems.)

\n16. Other AlgebraicSystems
In the preceding sections we have made an attempt to give an idea how

the application of algebraic methods to an ever-expanding range of

problems has led to an extension of the system of objectsthat are studied

in algebra and to a generalizationof the concept of algebraic operations.
In this context an important part was played by the development of the
axiomatic method which arose in the work of I. N. LobaeevskiI on the

foundations of geometry and also the development of the general theory
of sets.

One of the fundamental results was the gradual clarification of the

general concepts of an algebraic operation, of an algebraic system, and)))



350) XX. GROUPS AND OTHER ALGEBRAICSYSTEMS)

the accumulation of the most important facts referring to the definition

of algebraic systems.Insteadof the concretely defined operations of school
algebra, which concern mostly numbers, modern algebra starts from the

general concept of an operation. Namely, suppose that a certain system
of elements S is given and also a rule that associates with every system
aI' a2 , ..., am of m elementsof S, taken in a definite order, a well-defined

element a of the same system.Then we say that on S an m-ary operation is

given and that the element a is the result of this operation performed on

the elements al , a2 , ..., am . A set of elements, together with one or several

operations defined on it is called an algebraic system. One of the basic

tasks of algebra is the study and classification of algebraic systems.
However, in this form the problem has too general a character. In fact,
only certain special algebraic systems have proved at present to be really
important and capableof interesting theories. For example, of the systems
with a single operation only the theory of groups, to which \nl through
10 of this chapter were devoted, has grown to a deep mathematical science,
and among the systems with two or more operationsthose of the greatest

significance are fields, algebras, rings, and lattices. However, the number

of algebraic systems that are actually considered for one reasonor another

increases continually. At the same time certain classical branches of

algebra suchas, for example, the study of homomorphisms, offree systems

and free unions, of direct unions, and recently the study of radicals
has been successfully extended to the general theory of algebraic
systems.This enables us to speak of this theory as a new branch of
algebra.

In discussing the character of algebra as a whole, it is often emphasized
that the complete absence or the subordinate role of the concept of

continuity is a distinguishing feature of it, so that algebra is regarded as a
sciencewith a preference for the discrete. This view undoubtedly reflects

one of the important objectivepeculiarities of algebra. In the real world
the discontinuousand the continuous are found in dialectic unity. But in

order to know reality, it is sometimes necessary to dissect it into parts

and to study these parts separately. Therefore the one-sided attention of

algebra to discrete relationships must not be regarded as a deficiency.
From the example of the theory of groups it is clear that individual

algebraic disciplinesprovide not only the tools for technicalcomputation

but also the language for the expression of deeplaws of nature. However,

apart from the direct practical value of a number of branches of algebra

for physics, chemistry, crystallography, and other sciences,algebra oc-

cupies one of the most important places in mathematics itself. In the words
of the well-known Soviet algebraist N. G. Cebotarev, algebra has been

the cradle of many new ideas and concepts that arise in mathematics and)))
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has fertilized to a remarkable extent the development of branches of
mathematicsthat serve as a direct basis for the physicaland technological

sciences.)
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