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THE ADAPTIVE BRAIN

THE MAKING OF A SYNTHETIC BRAIN REQUIRES NOW LITTLE MORE THAN TIME
AND LABOUR. . . . SUCH A MACHINE MIGHT BE USED IN THE DISTANT FUTURE

. TO EXPLORE REGIONS OF INTELLECTUAL SUBTLETY AND COMPLEXITY AT
PRESENT BEYOND THE HUMAN POWERS. . . . HOW WILL IT END? I SUGGEST

THAT THE SIMPLEST WAY TO FIND OUT IS TO MAKE THE THING AND SEE.

ROSS ASHBY, “DESIGN FOR A BRAIN” (1948, 382-83)

On 13 December 1948, the Daily Herald carried a front-page article entitled
“The Clicking Brain Is Cleverer Than Man’s,” featuring a machine called
the homeostat built by W. Ross Ashby. Soon the rest of the press in Britain
and around the world followed suit. In the United States, an article in Time
magazine, “The Thinking Machine,” appeared on 24 January 1949 (p. 66),
and by 8 March 1949 Ashby was holding forth on BBC radio on “imitating
the brain.” At much the same time, W. Grey Walter appeared on BBC televi-
sion showing off a couple of small robots he had built, Elmer and Elsie, the
first examples of his robot “tortoises,” or, more pretentiously, of a new in-
organic species, Machina speculatrix. One appeared in a family photo in Time
(fig. 1.1). In 1952, Gordon Pask began work on his Musicolour machine—an
electromechanical device that collaborated in obscure ways with a musician
to generate a synesthetic light show. Soon he was also experimenting with
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Figure 1.1. The cyborg family. Source: de Latil 1956, facing p. 34.

quasi-biological electrochemical computers that could evolve new senses,
and within a decade he was designing buildings that could reconfigure them-
selves in “conversation” with their users. In 1959 Stafford Beer published a
book imagining an automated factory controlled by a biological computer—
perhaps a colony of insects or perhaps a complex ecosystem such as a pond.
By the early 1970s, he was redesigning the “nervous system” of the Chilean
economy at the invitation of the socialist government of Salvador Allende.
Examples like these convey some of the flavor of the history explored in
the following chapters. In this chapter and the next I want to discuss more
generally what cybernetics is, or was, and why it interests me. (The tense is
difficult; cybernetics as a field is alive today, but the main characters of this
book are all now dead. I will tend therefore to speak of cybernetics in the past

tense, as referring to a historical body of work.)
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SOME PEOPLE THINK THAT CYBERNETICS IS ANOTHER WORD FOR AUTOMATION;
SOME THAT IT CONCERNS EXPERIMENTS WITH RATS; SOME THAT IT IS A BRANCH
OF MATHEMATICS; OTHERS THAT IT WANTS TO BUILD A COMPUTER CAPABLE OF
RUNNING THE COUNTRY. MY HOPE IS THAT . . . PEOPLE WILL UNDERSTAND
BOTH HOW THESE WONDERFULLY DIFFERENT NOTIONS CAN BE SIMULTANEOUSLY

CURRENT, AND ALSO WHY NONE OF THEM IS MUCH TO THE POINT.

STAFFORD BEER, CYBERNETICS AND MANAGEMENT (1959, VI)

TO SPEAK OF A HISTORY, ANY HISTORY, AS THOUGH THERE WAS BUT ONE SOME-

HOW CANONICAL HISTORY . . . IS MISLEADING. . . . ANY ENTITY, CULTURE
OR CIVILISATION . . . CARRIES INNUMERABLE, IN SOME WAYS DIFFERING,
HISTORIES.

GORDON PASK, “INTERACTIONS OF ACTORS” (1992, 11)

The word “cybernetics” was coined in 1947 by the eminent American math-
ematician Norbert Wiener and his friends to name the kind of science they
were discussing at the famous Macy conferences held between 1946 and
1953." It was derived from the Greek word kybernetes (Latin equivalent, gu-
bernator) meaning “governor” in the sense of “steersman,” so one could read
“cybernetics” as “the science of steersmanship”—and this is, as it happens, a
good definition as far as this book is concerned. The matter was made more
interesting and complicated, however, by Wiener’s 1948 book which put the
word into circulation, Cybernetics; or, Control and Communication in the Animal
and the Machine. There Wiener tried to tie together all sorts of more or less in-
dependent lines of scientific development: digital electronic computing (then
still novel), information theory, early work on neural networks, the theory of
servomechanisms and feedback systems, and work in psychology, psychiatry,
decision theory, and the social sciences. There are many stories to be told of
the evolution, the comings together, and the driftings apart of these threads,
only a few of which have so far attracted the attention of scholars.? One can
almost say that everyone can have their own history of cybernetics.

In this book I do not attempt a panoptic survey of everything that could
be plausibly described as cybernetic. I focus on the strand of cybernetics that
interests me most, which turns out to mean the work of a largely forgotten
group of British cyberneticians, active from the end of World War IT almost to
the present. Even to develop an overview of British cybernetics would require
several books, so I focus instead on a few leading lights of the field, the ones
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mentioned already: Grey Walter (1910—77), Ross Ashby (1903-72), Stafford
Beer (1926—2002), and Gordon Pask (1928—96), with a substantial detour
through the work of Gregory Bateson and R. D. Laing. And even with this
editorial principle, I have to recognize that each of my four easily warrants his
own biography, which I have not attempted to write. So what follows is very
much my own history of cybernetics in Britain—not a comprehensive survey,
but the story of a set of scientific, technological, and social developments that
speak to me for reasons I will explain and that I hope will interest others.

A further principle of selection is also in play. Most accounts of the his-
tory of cybernetics are in the mode of a history of ideas; they concentrate on
grasping the key ideas that differentiate cybernetics from other sciences. I
am not uninterested in ideas, but I am interested in ideas as engaged in prac-
tice, and at the heart of this book is a series of real-world projects encompass-
ing all sorts of strange machines and artifacts, material and social. I want to
document what cybernetics looked like when people did it, rather than just
thought it. That is why the opening paragraph ran from artificial brains to the
Chilean economy, rather than offering an abstract discussion of the notion of
“feedback” or whatever.

The choice of principals for this study makes sense sociologically inasmuch
as my four cyberneticians interacted strongly with one another. Walter and
Ashby were first-generation cyberneticians, active in the area that became
known as cybernetics during and even before World War II, and were leading
members of the first protocybernetic organization in Britain, the so-called
Ratio Club, which met between 1949 and 1958 (Alan Turing was the best-
known recruit). They never collaborated in research, but they knew, took
account of, and commented on each other’s work, though relations became
strained in 1959 when Ashby briefly became Walter’s boss. Beer and Pask were
second-generation cyberneticians, coming onto the scene in the 1950s after
the foundations of the field had been laid. They were lifelong friends, and
Beer became almost the social secretary of the British branch of cybernetics,
with strong personal ties not only to Walter, Ashby, and Pask and but also to
Wiener and to Warren McCulloch, the guiding spirit of cybernetics in the
United States. But what about the technical content of British cybernetics? Is
there any unity there?

The standard origin story has it that cybernetics evolved out of the inter-
section of mathematics and engineering in U.S. military research in World
War II, and this is certainly a good description of Wiener’s trajectory (Galison



THE ADAPTIVE BRAIN = 5

Figure 1.2. The four pioneers of cybernetics (left to right): Ross Ashby, Warren

McCulloch, Grey Walter, and Norbert Wiener. Source: de Latil 1956, facing p. 53.

1994). But figure 1.2, a photograph taken in the early 1950s, originally ap-
peared with the not unreasonable caption “The Four Pioneers of Cybernetics,”
and what I find striking is that, with Wiener as the exception, three of the
four—Ashby, Walter, and McCulloch—spent much or all of their professional
careers in research on the human brain, often in psychiatric milieus.? We can
explore the specifically psychiatric origins of cybernetics in detail in chapters
3 and 4, but for the moment it is enough to note that the distinctive object of
British cybernetics was the brain, itself understood in a distinctive way. This
requires some explanation now, since it is a way into all that follows.

To put it very crudely, there are two ways to think about the brain and what
it does. The way that comes naturally to me is to think of the brain as an organ

of knowledge. My brain contains representations, stories, memories, pictures
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of the world, people and things, myself in it, and so on. If I know something,
I have my brain (and not my kidneys, say) to thank for it. Of course, I did
not get this image of the brain from nowhere. It is certainly congenial to us
academics, professional knowers, and it (or an equivalent image of mind) has
been stock-in-trade for philosophy for centuries and for philosophy of science
throughout the twentieth century. From the mid-1950s onward this image has
been instantiated and highly elaborated in the branch of computer science
concerned with artificial intelligence (AI). Al—or, at least, the approach to Al
that has become known as GOFAI: good, old-fashioned AI—just is traditional
philosophy of science implemented as a set of computer algorithms. The key
point that needs to be grasped is that the British cyberneticians’ image of the
brain was not this representational one.

What else could a brain be, other than our organ of representation? This
question once baffled me, but the cyberneticians (let me take the qualifier
“British” for granted from now on unless needed) had a different answer. As
Ashby put it in 1948, “To some, the critical test of whether a machine is or is
not a ‘brain’ would be whether it can or cannot ‘think.’ But to the biologist the
brain is not a thinking machine, it is an acting machine; it gets information
and then it does something about it” (Ashby 1948, 379). The cyberneticians,
then, conceived of the brain as an immediately embodied organ, intrinsically
tied into bodily performances. And beyond that, they understood the brain’s
special role to be that of adaptation. The brain is what helps us to get along
and come to terms with, and survive in, situations and environments we have
never encountered before. Undoubtedly, knowledge helps us get along and
adapt to the unknown, and we will have to come back to that, but this simple
contrast (still evident in competing approaches to robotics today) is what we
need for now: the cybernetic brain was not representational but performative,
as I shall say, and its role in performance was adaptation.

As a preliminary definition, then, we can regard cybernetics as a postwar
science of the adaptive brain, and the question then becomes: What did cyber-
netics look like in practice? Just how did the cyberneticians attack the adap-
tive brain? The answer is, in the first instance, by building electromechanical
devices that were themselves adaptive and which could thus be understood
as perspicuous and suggestive models for understanding the brain itself. The
simplest such model was the servomechanism—an engineering device that
reacts to fluctuations in its environment in such a way as to cancel them out.
A domestic thermostat is a servomechanism; so was the nineteenth-century
steam-engine “governor” which led Wiener to the word “cybernetics.” Work-



THE ADAPTIVE BRAIN : 7

ing with servomechanisms in the war was, in fact, what led Wiener into the
field he subsequently named. Walter’s robot tortoises and Ashby’s homeostat
were more striking and original examples of adaptive mechanisms, and they
were at the forefront of “brain science” in the late 1940s and throughout the
1950s. A phrase of Warren McCulloch’s comes to mind. Speaking of another
British protocybernetician, the experimental psychologist Kenneth Craik,
McCulloch remarked that Craik always wanted to understand “the go of it”—
meaning, to grasp the specific mechanical or quasi-mechanical connections
that linked inputs and outputs in complex systems like the brain.* Cybernetic
devices like tortoises and homeostats aimed precisely to illuminate the go of
the adaptive brain.

There is something strange and striking about adaptive mechanisms. Most
of the examples of engineering that come to mind are not adaptive. Bridges
and buildings, lathes and power presses, cars, televisions, computers, are all
designed to be indifferent to their environment, to withstand fluctuations, not
to adapt to them. The best bridge is one that just stands there, whatever the
weather. Cybernetic devices, in contrast, explicitly aimed to be sensitive and
responsive to changes in the world around them, and this endowed them with
a disconcerting, quasi-magical, disturbingly lifelike quality. Wiener himself
was well aware of this, and his writings are dotted with references to the Sor-
cerer’s Apprentice (who casts a magical spell that sets matter in motion and
cannot be undone) and the Golem of Prague (magically animated clay). Wal-
ter likewise spoke of “the totems of primitive man” and invoked the figure of
Frankenstein’s monster (1953, 113, 115). This sense of mystery and transgres-
sion has always attached to cybernetics, and accounts, I think, for much of its

glamour—the spell it casts over people, including myself.

I need to say more about cybernetics, the brain, and psychiatry. The early cy-
bernetics of Walter and Ashby directly concerned the brain as an anatomical
organ. The tortoise and the homeostat were intended as electromechanical
models of the physiological brain, normal and pathological, with the latter
providing a direct link to the brutal approaches to psychiatry that were domi-
nant from the 1930s to the 1950s, chemical and electrical shock therapies and
lobotomy. In the 1950s and 1960s, however, a different form of cybernetic
psychiatry emerged, often, though somewhat misleadingly, labeled “anti-
psychiatry” for its opposition to violent interventions in mental illness (and,

indeed, for its opposition to the concept of mental illness). I associate this
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latter form of cybernetic psychiatry with the work of the expatriate English-
man Gregory Bateson (1904-80) and, in the 1960s, with the radical therapeu-
tic experiments of the Scottish psychiatrist R. D. Laing (1927-89).

Unlike my four principals, Bateson and Laing are relatively well known to
scholars, the subject of several book-length studies, so I will not discuss their
work here to the same depth as the others. But I include a chapter on them for
three reasons. First, because Bateson’s approach to psychiatry exemplifies a
move in cybernetics beyond a concern with the physiological brain and toward
something less biologically specified. If Walter and Ashby focused on the adap-
tive brain, Bateson was concerned with something less precise and less struc-
tured, the adaptive subject or self, and how that could be disrupted by what he
called double binds. Laing, from this perspective, played out what Batesonian
psychiatry might look like in practice. Second, simply to emphasize that cyber-
netics was not forever irrevocably locked into the world of electroshock. And
third, continuing that line of thought, because there is an important sense in
which Bateson and Laing were more cybernetic than Walter and Ashby. Laing’s
psychiatry took seriously, as Walter and Ashby’s did not, the idea that we are
all adaptive systems, psychiatrists and schizophrenics alike. I am interested to
follow the practical and institutional ramifications of this move here.

These features of Bateson and Laing’s work—looking beyond the biologi-
cal brain, and an extension of cybernetics into the field of the self and social
relations—move us to another theme of this book, namely, the multiplicity of
cybernetics, its protean quality. I began by defining cybernetics as the science
of the adaptive brain, but even the earliest manifestations of cybernetics ran
in several directions. Tortoises and homeostats could be understood as “brain
science” in the sense of trying to explicate the functioning of the normal brain
as a complex adaptive system—a holistic counterpoint to reductive neuro-
physiology, say. At the same time, as I just mentioned, tortoises and homeostats
could also simulate the abnormal, pathological brain—madness—and hence
stand as a contribution to psychiatry. Furthermore, these cybernetic devices
did not have to be seen in relation to the brain at all, but could also be seen as
things in themselves. Walter’s tortoises, for example, were foundational to ap-
proaches to robotics that are very influential today—the situated robotics that
I associate with the work of Rodney Brooks, and extremely interesting related
work in biologically inspired robotics. From a different angle again, although
Ashby’s work from the 1930s onward has to be understood as attempting to
shed light on the brain, by the 1950s he had begun to see his cybernetics as a
general theory, applicable to all sorts of complex systems besides the brain:
adaptive autopilots, the British economy, the evolution of species.
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The brain, one might say, could not contain cybernetics; cybernetics spilled
out all over the disciplinary and professional map. It was a strongly interdis-
ciplinary field, or, better, an antidisciplinary one: it did not aggregate disci-
plinary perspectives; it rode roughshod over disciplinary boundaries—which
also contributes to its glamour. Bateson and Laing, as I said, went beyond the
narrow focus of cybernetics on the biological brain to a wider focus on intrin-
sically social selves, and if we add in Beer and Pask the picture gets still richer.
On the one hand, these two second-generation cyberneticians followed Ashby
and Walter in the pursuit of material models of the adaptive brain, but in ex-
tremely original ways. Beer’s experiments with Daphnia and ponds and Pask’s
with electrochemical “threads” were precisely attempts to “grow” adaptive
brains—nondigital and nonrepresentational, biological or quasi-biological
computers. This is some of the most striking and visionary work I have come
across in the history of science and engineering. On the other hand, much
of Beer and Pask’s work can be seen as extending the achievements of the
first generation, especially Ashby’s, into new spaces, while echoing the social
concerns of Bateson and Laing beyond the realm of psychiatry. Beer drew
heavily upon Ashby’s work on the homeostat (as well as upon contemporary
neurophysiology) in developing his “management cybernetics” in the late
1950s, which later evolved into his viable system model of social organiza-
tions and his “team syntegrity” approach to collective decision making. Beer
also extended his cybernetics beyond organizations into politics, up to the
level of world politics, and even into the spiritual domain, entirely beyond the
mundane world. Pask’s elaboration of cybernetics started in the world of en-
tertainment with the Musicolour machine and ran, in one direction, into the
development of cybernetic trainers and teaching machines and, in another,
into robot artworks, interactive theater, and adaptive architecture.

The world of cybernetics was, then, very rich. Cybernetic practices and
artifacts first emerged as brain science and psychiatry, but quickly and dis-
tinctively spread to all the fields I have just mentioned (and more): robotics,
engineering, a science of general systems with applications in many fields,
biological computing, management, politics, spirituality (if that is a field),
entertainment, the arts, theater and architecture (music, too), education.
Unlike more familiar sciences such as physics, which remain tied to specific
academic departments and scholarly modes of transmission, cybernetics is
better seen as a form of life, a way of going on in the world, even an attitude,
that can be, and was, instantiated both within and beyond academic depart-
ments, mental institutions, businesses, political organizations, churches, con-

cert halls, theaters, and art museums. This is to put the case positively. But



10 :: CHAPTER ONE

from another angle, we should note the continuing marginality of cybernetics
to established institutions.

I am struck, first, by the profound amateurism of British cybernetics. Key
contributions often had an almost hobbyist character: Walter built his first
tortoises at home in his spare time; so did Ashby his homeostat (at least, in the
apocryphal version of the story); likewise Beer and Pask’s experimentation
with biological and chemical computers; Bateson never in his life had a steady
job; Laing’s experiments in psychiatry took place beyond the established
institutional framework. Cybernetics welled up outside the usual channels,
and it found little support within those channels. One might have expected
the universities to be the natural home for such a field, and, indeed, Beer and
Pask did hold a variety of part-time academic positions, but only a handful
of academic units devoted to the production and transmission of cybernetic
knowledge appeared in the West, and then only over finite time spans. One
thinks principally of Warren McCulloch’s group at MIT’s Research Laboratory
of Electronics (1952-69), Heinz von Foerster’s Biological Computer Labora-
tory at the University of Illinois (1958-75) (where Ashby was a professor for
the ten years before his retirement), and, in Britain, the Cybernetics Depart-
ment at Brunel (1969-85).> (Interestingly, various versions of cybernetics
were institutionalized in the post-Stalinist Soviet Union. To follow that would
take us too far afield, but see Gerovitch 2002.)

Conferences and less formal gatherings instead constituted scholarly cen-
ters of gravity for the field: the Macy conferences in the United States; the
Ratio Club, a self-selected dining club, in Britain (1949—-58); and in Europe
a series of international conferences held at Namur in Belgium from 1958
onward. Our cyberneticians were thus left to improvise opportunistically a
social basis for their work. After graduating from Cambridge in 1952, Pask, for
example, set up his own research and consulting company, System Research,
and looked for contracts wherever he could find them; in 1970 Beer gave up
a successful career in management to become an independent consultant.
And along with this instability of the social basis of cybernetics went a very
chancy mode of transmission and elaboration of the field. Thus, quasi-popular
books were very important to the propagation of cybernetics in way that one
does not find in better-established fields. Norbert Wiener’s Cybernetics (1948)
was enormously important in crystallizing the existence of cybernetics as a
field and in giving definition to the ambitions of its readers. Grey Walter’s
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The Living Brain (1953) found an active readership diverse enough to span
protoroboticists and the Beat writers and artists. It was a turning point in his
musical career when Brian Eno’s mother-in-law lent him a copy of Stafford
Beer’s book, Brain of the Firm, in 1974.

Sociologically, then, cybernetics wandered around as it evolved, and I
should emphasize that an undisciplined wandering of its subject matter was a
corollary of that. If PhD programs keep the academic disciplines focused and
on the rails, chance encounters maintained the openness of cybernetics. Brain
of the Firm is a dense book on the cybernetics of management, and music ap-
pears nowhere in it, but no one had the power to stop Eno developing Beer’s
cybernetics however he liked. Ashby’s first book, Design for a Brain (1952), was
all about building synthetic brains, but Christopher Alexander made it the
basis for his first book on architecture, Notes on the Synthesis of Form (1964,).
A quick glance at Naked Lunch (1959) reveals that William Burroughs was an
attentive reader of The Living Brain, but Burroughs took cybernetics in direc-
tions that would have occurred to no one else.

Cybernetics was thus a strange field sociologically as well as substantively.
We might think of the cyberneticians as nomads, and of cybernetics as a no-
mad science, perpetually wandering and never finding a stable home. For
readers of Gilles Deleuze and Félix Guattari’s A Thousand Plateaus (1987), the
phrase “nomad science” has a special resonance in its contrast with “royal
science.” The royal sciences are the modern sciences, which function as part
of a stable social and political order—which prop up the state. The nomad sci-
ences, on Deleuze and Guattari’s reading, are a different kind of science, one
which wanders in from the steppes to undermine stability. We can come back
to this thought from time to time.

THE STUDY OF THINKING MACHINES TEACHES US MORE ABOUT THE BRAIN THAN
WE CAN LEARN BY INTROSPECTIVE METHODS. WESTERN MAN IS EXTERNALIZING
HIMSELF IN THE FORM OF GADGETS. EVER POP COKE IN THE MAINLINE? IT
HITS YOU RIGHT IN THE BRAIN, ACTIVATING CONNECTIONS OF PURE PLEA-
SURE. . . . C PLEASURE COULD BE FELT BY A THINKING MACHINE, THE FIRST

STIRRINGS OF HIDEOUS INSECT LIFE.

WILLIAM BURROUGHS, NAKED LUNCH (2001 [1959], 22)

As John Geiger (2003) discovered, if you look at the works of Aldous Huxley
or Timothy Leary or William Burroughs and the Beats, you find Grey Walter.
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You also find yourself at one of the origins of the psychedelic sixties. From a
different angle, if you are interested in the radical critique of psychiatry that
was so important in the late 1960s, you could start with its high priest in Brit-
ain, R. D. Laing, and behind him you would find Gregory Bateson and, again,
Walter. If you were interested in intersections between the sixties and Eastern
spirituality, you might well come across Stafford Beer, as well as experimenta-
tion with sensory deprivation tanks and, once more, Bateson. In 1960, Ross
Ashby lectured at the Institute for Contemporary Arts in London, the hub of
the British art scene, on “art and communication theory,” and, at the ICA’s
1968 Cybernetic Serendipity exhibition, Gordon Pask displayed his Colloquy
of Mobiles—an array of interacting robots that engaged in uncertain matings
with one another—alongside Beer’s Statistical Analogue Machine, SAM.
Pask’s “conversation” metaphor for cybernetics, in turn, gets you pretty close
to the underground “antiuniversity” of the sixties.

What should we make of this? One might continue Deleuze and Guattari’s
line of thought and say that the sixties were the decade when popular culture
was overrun by not one but two bands of nomads. On the one hand, the sixties
were the heyday of cybernetics, the period when this marginal and antidisci-
plinary field made its greatest inroads into general awareness. On the other
hand, the sixties can be almost defined as the period when a countercultural
lifestyle erupted from the margins to threaten the state—“the Establishment.”
Given more space and time, this book might have been the place for an ex-
tended examination of the counterculture, but to keep it within bounds I will
content myself with exploring specific crossovers from cybernetics to the six-
ties as they come up in the chapters to follow. I want to show that some spe-
cific strands of the sixties were in much the same space as cybernetics—that
they can be seen as continuations of cybernetics further into the social fabric.
This extends the discussion of the protean quality of cybernetics and of the
sense in which it can be seen as an interesting and distinctive form of life.

Two more, possibly surprising, strands in the history of cybernetics are worth
noting. First, as we go on we will repeatedly encounter affinities between
cybernetics and Eastern philosophy and spirituality. Stafford Beer is the ex-
treme example: he both practiced and taught tantric yoga in his later years.
There is, I think, no necessary connection between cybernetics and the East;
many cyberneticians evince no interest whatsoever in Eastern spirituality.
Nevertheless, it is worth exploring this connection where it arises (not least,
as a site of interchange between cybernetics and the sixties counterculture).
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In the next chapter I will outline the peculiar ontology that I associate with
cybernetics—a nonmodern ontology, as I call it, that goes with a performative
understanding of the brain, mind and self, and which undoes the familiar
Western dualism of mind and matter, resonating instead with many Eastern
traditions.

Second, cyberneticians have shown a persistent interest in what I call
strange performances and altered states. This, too, grows out of an under-
standing of the brain, mind, and self as performative. One might imagine the
representational brain to be immediately available for inspection. Formal
education largely amounts to acquiring, manipulating, and being examined
on representational knowledge. Such activities are very familiar to us. But
the performative brain remains opaque and mysterious—who knows what a
performative brain can do? There is something to be curious about here, and
this curiosity is a subtheme of what follows. As I said, early cybernetics grew
out of psychiatry, and the topics of psychiatry are nothing more than altered
states—odd, unpleasant, and puzzling ways to be relative to some norm. We
will see, however, that cybernetics quickly went beyond any preoccupation
with mental illness. Grey Walter, for example, did research on “flicker”: it
turns out that exposure to strobe lights can induce, on the one hand, symp-
toms of epilepsy, but also, on the other, surprising visions and hallucinations.
I think of flicker as a peculiar sort of technology of the self—a technique for
producing states of being that depart from the everyday—and we can explore
several of them, material and social, and their associated states as we go along.
Walter also offered cybernetic analyses of yogic feats and the achievement
of nirvana. All of this research makes sense if one thinks of the brain as per-
formative, and it connects, in ways that we can explore further, both to the
spiritual dimension of cybernetics and to the sixties.

I have been trying to indicate why we might find it historically and anthropo-
logically interesting to explore the history and substance of cybernetics, but my
own interest also has a political dimension. The subtitle of this book—Sketches
of Another Future—is meant to suggest that we might learn something from
the history of cybernetics for how we conduct ourselves in the present, and
that the projects we will be examining in later chapters might serve as models
for future practice and forms of life. I postpone further development of this
thought to the next chapter, where the overall picture should become clearer,
but for now I want to come at it from the opposite angle. I need to confront the
fact that cybernetics has a bad reputation in some quarters. Some people think
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of it as the most despicable of the sciences. Why is that? I do not have a panop-
tic grasp of the reasons for this antipathy, and it is hard to find any canonical
examples of the critique, but I can speak to some of the concerns.®

One critique bears particularly on the work of Walter and Ashby. The idea
is that tortoises and homeostats in fact fail to model the human brain in im-
portant respects, and that, to the degree that we accept them as brain mod-
els, we demean key aspects of our humanity (see, e.g., Suchman 2005). The
simplest response to this is that neither Walter nor Ashby claimed actually to
have modelled anything approaching the real human brain. In 1999, Rodney
Brooks gave his book on neo-Walterian robotics the appropriately modest title
of Cambrian Intelligence, referring to his idea that we should start at the bottom
of the evolutionary ladder (not the top, as in symbolic AI, where the critique
has more force). On the other hand, Ashby, in particular, was not shy in his
speculations about human intelligence and even genius, and here the critique
does find some purchase. His combinatoric conception of intelligence is, I
believe, inadequate, and we can explore this further in chapter 4.

A second line of critique has to do with cybernetics’ origins in Wiener’s
wartime work; cybernetics is often thought of as a militarist science. This
view is not entirely misleading. The descendants of the autonomous antiair-
craft guns that Wiener worked on (unsuccessfully) in World War II (Galison
1994) are today’s cruise missiles. But first, I think the doctrine of original sin
is a mistake—sciences are not tainted forever by the moral circumstances of
their birth—and second, I have already noted that Ashby and Walter’s cyber-
netics grew largely from a different matrix, psychiatry. One can disapprove
of that, too, but the discussion of Bateson and Laing’s “antipsychiatry” chal-
lenges the doctrine of original sin here as well.

Another line of critique has to do with the workplace and social inequality.
As Wiener himself pointed out, cybernetics can be associated with the post-
war automation of production via the feedback loops and servomechanisms
that are crucial to the functioning of industrial robots. The sense of “cybernet-
ics” is often also broadened to include anything to do with computerization
and the “rationalization” of the factory floor. The ugly word “cybernation”
found its way into popular discourse in the 1960s as part of the critique of
intensified control of workers by management. Again, there is something to
this critique (see Noble 1986), but I do not think that such guilt by association
should lead us to condemn cybernetics out of hand.” We will, in fact, have the
opportunity to examine Stafford Beer’s management cybernetics at length.
The force of the critique turns out to be unclear, to say the least, and we will

see how, in Beer’s hands, management cybernetics ran into a form of politics
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that the critics would probably find congenial. And I should reemphasize that
my concern here is with the whole range of cybernetic projects. In our world,
any form of knowledge and practice that looks remotely useful is liable to
taken up by the military and capital for their own ends, but by the end of this
book it should be abundantly clear that military and industrial applications
come nowhere close to exhausting the range of cybernetics.

Finally, there is a critique pitched at a more general level and directed at
cybernetics’ concern with “control.” From a political angle, this is the key
topic we need to think about, and also the least well understood aspect of the
branch of cybernetics that this book is about. To get to grips with it properly
requires a discussion of the peculiar ontological vision of the world that I as-
sociate with cybernetics. This is the topic of the next chapter, at the end of
which we can return to the question of the political valence of cybernetics and
of why this book has the subtitle it does.

The rest of the book goes as follows: Chapter 2 is a second introductory chap-
ter, exploring the strange ontology that British cybernetics played out, and
concluding, as just mentioned, with a discussion of the way in which we can
see this ontology as political, in a very general sense.

Chapters 3—7 are the empirical heart of the book. The chapters that make
up part 1—on Walter, Ashby, Bateson, and Laing—are centrally concerned
with the brain, the self, and psychiatry, though they shoot off in many other
directions too. Part 2 comprises chapters on Beer and Pask and the directions
in which their work carried them beyond the brain. The main concern of each
of these chapters is with the work of the named individuals, but each chapter
also includes some discusssion of related projects that serve to broaden the
field of exploration. One rationale for this is that the book is intended more as
an exploration of cybernetics in action than as collective biography, and I am
interested in perspicuous instances wherever I can find them. Some of these
instances serve to thicken up the connections between cybernetics and the
sixties that I talked about above. Others connect historical work in cybernet-
ics to important developments in the present in a whole variety of fields. One
object here is to answer the question: what happened to cybernetics? The
field is not much discussed these days, and the temptation is to assume that
it died of some fatal flaw. In fact, it is alive and well and living under a lot of
other names. This is important to me. My interest in cybernetics is not purely
historical. As I said, I am inclined to see the projects discussed here as models
for future practice, and, though they may be odd, it is nice to be reassured that
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they are not a priori ridiculous. Also, unlike their cybernetic predecessors,
the contemporary projects we will be looking at are fragmented; their inter-
relations are not obvious, even to their practitioners. Aligning them with a
cybernetic lineage is a way of trying to foreground such interrelations in the
present—to produce a world.

The last chapter, chapter 8, seeks to summarize what has gone before in a
novel way, by pulling together various cross-cutting themes that surface in dif-
ferent ways in some or all of the preceding chapters. More important, it takes
further the thought that the history of cybernetics might help us imagine a
future different from the grim visions of today.



ONTOLOGICAL THEATER

OUR TERRESTRIAL WORLD IS GROSSLY BIMODAL IN ITS FORMS: EITHER THE
FORMS IN IT ARE EXTREMELY SIMPLE, LIKE THE RUN-DOWN CLOCK, SO THAT WE
DISMISS THEM CONTEMPTUOUSLY, OR THEY ARE EXTREMELY COMPLEX, SO THAT

WE THINK OF THEM AS BEING QUITE DIFFERENT, AND SAY THEY HAVE LIFE.

ROSS ASHBY, DESIGN FOR A BRAIN (1960, 231-32)

In the previous chapter I approached cybernetics from an anthropological
angle—sketching out some features of a strange tribe and its interesting
practices and projects, close to us in time and space yet somehow different
and largely forgotten. The following chapters can likewise be read in an
anthropological spirit, as filling in more of this picture. It is, I hope, a good
story. But more can be said about the substance of cybernetics before we
get into details. I have so far described cybernetics as a science of the adap-
tive brain, which is right but not enough. To set the scene for what follows
we need a broader perspective if we are to see how the different pieces fit
together and what they add up to. To provide that, I want to talk now about
ontology: questions of what the world is like, what sort of entities populate
it, how they engage with one another. What I want to suggest is that the
ontology of cybernetics is a strange and unfamiliar one, very different from

that of the modern sciences. I also want to suggest that ontology makes a
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difference—that the strangeness of specific cybernetic projects hangs together
with the strangeness of its ontology."

A good place to start is with Bruno Latour’s (1993) schematic but insight-
ful story of modernity. His argument is that modernity is coextensive with a
certain dualism of people and things; that key features of the modern West can
be traced back to dichotomous patterns of thought which are now institution-
alized in our schools and universities. The natural sciences speak of a world of
things (such as chemical elements and quarks) from which people are absent,
while the social sciences speak of a distinctly human realm in which objects, if
not entirely absent, are at least marginalized (one speaks of the “meaning” of
“quarks” rather than quarks in themselves). Our key institutions for the pro-
duction and transmission of knowledge thus stage for us a dualist ontology:
they teach us how to think of the world that way, and also provide us with the
resources for acting as if the world were that way.”

Against this backdrop, cybernetics inevitably appears odd and nonmodern,
to use Latour’s word. At the most obvious level, synthetic brains—machines
like the tortoise and the homeostat—threaten the modern boundary between
mind and matter, creating a breach in which engineering, say, can spill over
into psychology, and vice versa. Cybernetics thus stages for us a nonmodern
ontology in which people and things are not so different after all. The subtitle
of Wiener’s foundational book, Control and Communication in the Animal and
the Machine, already moves in this direction, and much of the fascination with
cybernetics derives from this challenge to modernity. In the academic world, it
is precisely scholars who feel the shortcomings of the modern disciplines who
are attracted most to the image of the “cyborg”—the cybernetic organism—
as anonmodern unit of analysis (with Haraway 1985 as a key text).

This nonmodern, nondualist quality of cybernetics will be evident in the
pages to follow, but it is not the only aspect of the unfamiliarity of cybernetic
ontology that we need to pay attention to. Another comes under the heading
of time and temporality. One could crudely say that the modern sciences are
sciences of pushes and pulls: something already identifiably present causes
things to happen this way or that in the natural or social world. Less crudely,
perhaps, the ambition is one of prediction—the achievement of general knowl-
edge that will enable us to calculate (or, retrospectively, explain) why things
in the world go this way or that. As we will see, however, the cybernetic vision
was not one of pushes and pulls; it was, instead, of forward-looking search.
What determined the behavior of a tortoise when set down in the world was
not any presently existing cause; it was whatever the tortoise found there. So
cybernetics stages for us a vision not of a world characterized by graspable
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causes, but rather of one in which reality is always “in the making,” to borrow
a phrase from William James.

We could say, then, that the ontology of cybernetics was nonmodern in
two ways: in its refusal of a dualist split between people and things, and in an
evolutionary, rather than causal and calculable, grasp of temporal process.
But we can go still further into this question of ontology. My own curios-
ity about such matters grew out of my book The Mangle of Practice (1995).
The analysis of scientific practice that I developed there itself pointed to the
strange ontological features just mentioned: I argued that we needed a non-
dualist analysis of scientific practice (“posthumanist” was the word I used);
that the picture should be a forward-looking evolutionary one (“temporal
emergence”); and that, in fact, one should understand these two features
as constitutively intertwined: the reciprocal coupling of people and things
happens in time, in a process that I called, for want of a better word, “man-
gling” But upstream of those ideas, so to speak, was a contrast between what
I called the representational and performative idioms for thinking about sci-
ence. The former understands science as, above all, a body of representations
of reality, while the latter, for which I argued in The Mangle, suggests that
we should start from an understanding of science as a mode of performative
engagement with the world. Developing this thought will help us see more

clearly how cybernetics departed from the modern sciences.?

WHAT IS BEING SUGGESTED NOW IS NOT THAT BLACK BOXES BEHAVE SOMEWHAT
LIKE REAL OBJECTS BUT THAT THE REAL OBJECTS ARE IN FACT ALL BLACK
BOXES, AND THAT WE HAVE IN FACT BEEN OPERATING WITH BLACK BOXES ALL

OUR LIVES.

ROSS ASHBY, AN INTRODUCTION TO CYBERNETICS (1956, 110)

Ross Ashby devoted the longest chapter of his 1956 textbook, An Introduction
to Cybernetics, to “the Black Box” (chap. 6), on which he had this to say (86):
“The problem of the Black Box arose in electrical engineering. The engineer
is given a sealed box that has terminals for input, to which he may bring any
voltages, shocks, or other disturbances, he pleases, and terminals for output
from which he may observe what he can.” The Black Box was a key concept
in the early development of cybernetics, and much of what I need to say
here can be articulated in relation to it. The first point to note is that Ashby
emphasized the ubiquity of such entities. This passage continues with a list



20 @ CHAPTER TWO

of examples of people trying to get to grips with Black Boxes: an engineer
faced with “a secret and sealed bomb-sight” that is not working properly, a
clinician studying a brain-damaged patient; a psychologist studying a rat in a
maze. Ashby then remarks, “I need not give further examples as they are to be
found everywhere. . . . Black Box theory is, however, even wider in its appli-
cation than these professional studies,” and he gives a deliberately mundane
example: “The child who tries to open a door has to manipulate the handle
(the input) so as to produce the desired movement at the latch (the output);
and he has to learn how to control the one by the other without being able
to see the internal mechanism that links them. In our daily lives we are con-
fronted at every turn with systems whose internal mechanisms are not fully
open to inspection, and which must be treated by the methods appropriate to
the Black Box” (Ashby 1956, 86). On Ashby’s account, then, Black Boxes are
aubiquitous and even universal feature of the makeup of the world. We could
say that his cybernetics assumed and elaborated a Black Box ontology, and this
is what we need to explore further.

Next we can note that Black Box ontology is a performative image of the
world. A Black Box is something that does something, that one does something
to, and that does something back—a partner in, as  would say, a dance of agency
(Pickering 1995). Knowledge of its workings, on the other hand, is not intrinsic
to the conception of a Black Box—it is something that may (or may not) grow
out of our performative experience of the box. We could also note that there is
something right about this ontology. We are indeed enveloped by lively systems
that act and react to our doings, ranging from our fellow humans through plants
and animals to machines and inanimate matter, and one can readily reverse the
order of this list and say that inanimate matter is itself also enveloped by lively
systems, some human but most nonhuman. The world just is that way.

A Black Box ontology thus seems entirely reasonable. But having recog-
nized this, at least two stances in the world of Black Boxes, ways of going on
in the world, become apparent. One is the stance of modern science, namely,
arefusal to take Black Boxes for what they are, a determination to strip away
their casings and to understand their inner workings in a representational
fashion. All of the scientist’s laws of nature aim to make this or that Black Box
(or class of Black Boxes) transparent to our understanding. This stance is so
familiar that I, at least, used to find it impossible to imagine any alternative to
it. And yet, as will become clear, from the perspective of cybernetics it can be
seen as entailing a detour, away from performance and through the space of
representation, which has the effect of veiling the world of performance from
us. The modern sciences invite us to imagine that our relation to the world
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is basically a cognitive one—we act in the world through our knowledge of
it—and that, conversely, the world is just such a place that can be known
through the methods and in the idiom of the modern sciences. One could
say that the modern sciences stage for us a modern ontology of the world as a
knowable and representable place. And, at the same time, the product of the
modern sciences, scientific knowledge itself, enforces this vision. Theoretical
physics tells us about the unvarying properties of hidden entities like quarks
or strings and is silent about the performances of scientists, instruments, and
nature from which such representations emerge. This is what I mean by veil-
ing: the performative aspects of our being are unrepresentable in the idiom of
the modern sciences.*

The force of these remarks should be clearer if we turn to cybernetics.
Though I will qualify this remark below, I can say for the moment that the
hallmark of cybernetics was a refusal of the detour through knowledge—or,
to put it another way, a conviction that in important instances such a detour
would be mistaken, unnecessary, or impossible in principle. The stance of
cybernetics was a concern with performance as performance, not as a pale
shadow of representation. And to see what this means, it is perhaps simplest
to think about early cybernetic machines. One could, for example, imagine
a highly sophisticated thermostat that integrated sensor readings to form a
representation of the thermal environment and then transmitted instructions
to the heating system based upon computational transformations of that rep-
resentation (in fact, Ashby indeed imagined such a device: see chap. 4). But
my thermostat at home does no such thing. It simply reacts directly and per-
formatively to its own ambient temperature, turning the heat down if the
temperature goes up and vice versa.> And the same can be said about more
sophisticated cybernetic devices. The tortoises engaged directly, performa-
tively and nonrepresentationally, with the environments in which they found
themselves, and so did the homeostat. Hence the idea expressed in the previ-
ous chapter, that tortoises and homeostats modelled the performative rather
than the cognitive brain.

So what? I want to say that cybernetics drew back the veil the modern
sciences cast over the performative aspects of the world, including our own
being. Early cybernetic machines confront us, instead, with interesting and
engaged material performances that do not entail a detour through knowl-
edge. The phrase that runs through my mind at this point is ontological theater.
I want to say that cybernetics staged a nonmodern ontology for us in a double
sense. Contemplation of thermostats, tortoises, and homeostats helps us,

first, to grasp the ontological vision more generally, a vision of the world as a
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place of continuing interlinked performances. We could think of the tortoise,
say, exploring its world as a little model of what the world is like in general,
an ontological icon. Going in the other direction, if one grasps this ontological
vision, then building tortoises and homeostats stages for us examples of how it
might be brought down to earth and played out in practice, as robotics, brain
science, psychiatry, and so on. The many cybernetic projects we will examine
can all stand as ontological theater in this double sense: as aids to our onto-
logical imagination, and as instances of the sort of endeavors that might go
with a nonmodern imagining of the world.°®

This modern/nonmodern contrast is a key point for all that follows. I want
in particular to show that the consistent thread that ran through the history
of British cybernetics was the nonmodern performative ontology I have just
sketched out. All of the oddity and fascination of this work hangs together
with this unfamiliar vision of the sort of place the world is. And I can immedi-
ately add a corollary to that observation. In what follows, I am interested in cy-
bernetics as ontological theater in both of the senses just laid out—as both an
aid to our imaginations and as exemplification of the fact that, as I said earlier,
ontology makes a difference. I want to show that how we imagine the world
and how we act in it reciprocally inform one another. Cybernetic projects, in
whatever field, look very different from their modern cognates.

From here we can proceed in several directions. I turn first to the “so
what?” question; then we can go into some important nuances; finally, we
can go back to the critique of cybernetics and the politics of ontology.

THE ESSENCE OF LIFE IS ITS CONTINUOUSLY CHANGING CHARACTER; BUT OUR
CONCEPTS ARE ALL DISCONTINUOUS AND FIXED, . . . AND YOU CAN NO MORE
DIP UP THE SUBSTANCE OF REALITY WITH THEM THAN YOU CAN DIP UP WATER

WITH A NET, HOWEVER FINELY MESHED.

WILLIAM JAMES, “BERGSON AND INTELLECTUALISM” (1943 [1909, 1912], 253)

Why should we be interested in cybernetics? Haven't modern science and en-
gineering served us well enough over the past few hundred years? Of course,
their achievements have been prodigious. But I can still think of a few reasons
why it might be interesting and useful to try understanding the world in a
different way:

1. It is an exercise in mental gymnastics: the White Queen (or whoever it
was) imagining a dozen impossible things before breakfast. Some of us find it
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fun to find new ways to think, and sometimes it leads somewhere (Feyerabend
1993).

2. Perhaps modern science has succeeded too well. It has become difficult
for us to recognize that much of our being does not have a cognitive and repre-
sentational aspect. I suppose I could figure out how my doorknob works, but I
don’t need to. I established a satisfactory performative relation with doorknobs
long before I started trying to figure out mechanisms. A science that helped
us thematize performance as prior to representation might help us get those
aspects of our being into focus. And, of course, beyond the human realm, most
of what exists does not have the cognitive detour as an option. It would be good
to be able to think explicitly about performative relations between things, too.

3. Perhaps there would be positive fruits from this move beyond the rep-
resentationalism of modern science. In engineering, the thermostat, the tor-
toise, the homeostat, and the other nonmodern cybernetic projects we will be
looking at all point in this direction.

4. Perhaps in succeeding too well, modern science has, in effect, blinded
us to all of those aspects of the world which it fails to get much grip upon. I re-
member as a physicist trying to figure out why quarks always remained bound
to one another and reflecting at the same time that none of us could calculate
in any detail how water flowed out of a tap. Contemporary complexity theo-
rists like to argue that the methods of modern science work nicely for a finite
class of “linear” systems but fail for “nonlinear” systems—and that actually the
latter are in some sense most of the world. Stafford Beer foreshadowed this
argument in his first book, Cybernetics and Management, where he argued that
we could think of the world as built from three different kinds of entities or
systems (Beer 1959, 18). We can go into this in more detail in chapter 6, but,
briefly, Beer referred to these as “simple,” “complex,” and “exceedingly com-
plex” systems. The first two kinds, according to Beer, are in principle knowable
and predictable and thus susceptible to the methods of modern science and
engineering. Exceedingly complex systems, however, are not. They are sys-
tems that are so complex that we can never fully grasp them representationally
and that change in time, so that present knowledge is anyway no guarantee of
future behavior. Cybernetics, on Beer’s definition, was the science of exceed-
ingly complex systems that modern science can never quite grasp.

I will come back repeatedly to Beer’s idea of exceedingly complex systems
as we go along, and try to put more flesh on it. This is the aspect of cybernetics
that interests me most: the aspect that assumes an ontology of unknowabil-
ity, as one might call it, and tries to address the problematic of getting along
performatively with systems that can always surprise us (and this takes us
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back to the adaptive brain, and, again, to nonhuman systems that do not have
the option of the cognitive detour). If there are examples of Beer’s exceedingly
complex systems to be found in the world, then a nonmodern approach that
recognizes this (rather than, or as well as, a modern one that denies it) might
be valuable. It is not easy, of course, to say where the dividing line between
aspects of the world that are “exceedingly complex” rather than just very com-
plicated is to be drawn. Modern science implicitly assumes that everything
in the world will eventually be assimilated to its representational schema,
but the time horizon is infinite. Here and now, therefore, a cybernetic stance
might be appropriate in many instances. This is where the intellectual gym-
nastics get serious, and where the history of cybernetics might be needed
most as an aid to the imagination.

5. I may as well note that my interest in cybernetics stems originally from
a conviction that there is indeed something right about its ontology, especially
the ontology of unknowability just mentioned. As I said earlier, I arrived at
something very like it through my empirical studies in the history of modern
science, though the substance of scientific knowledge speaks to us of a dif-
ferent ontology. I lacked the vocabulary, but I might have described modern
science as a complex adaptive system, performatively coming to terms with an
always-surprising world. At the time, I thought of this as a purely theoretical
conclusion. When pressed about its practical implications, I could not find
much to say: modern science seems to get on pretty well, even as it obscures
(to my way of thinking) its own ontological condition.” The history of cyber-
netics, however, has helped me to see that theory, even at the level of ontology,
can return to earth. Cybernetic projects point to the possibility of novel and
distinctive constructive work that takes seriously a nonmodern ontology in
all sorts of fields. They show, from my perspective, where the mangle might
take us. And one further remark is worth making. Theory is not enough. One
cannot deduce the homeostat, or Laing’s psychiatry, or Pask’s Musicolour ma-
chine from the cybernetic ontology or the mangle. The specific projects are
not somehow already present in the ontological vision. In each instance cre-
ative work is needed; something has to be added to the ontological vision to
specify it and pin it down. That is why we need to be interested in particular
manifestations of cybernetics as well as ontological imaginings. That is how,
from my point of view, cybernetics carries us beyond the mangle.®

Now for the nuances. First, knowledge. The discussion thus far has empha-
sized the performative aspect of cybernetics, but it is important to recognize
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that cybernetics was not simply and straightforwardly antirepresentational.
Representational models of a firm’s economic environment, for example,
were a key part of Beer’s viable system model (VSM) of the organization. Once
one sees that, the clean split I have made between cybernetics and modern
science threatens to blur, but I think it is worth maintaining. On the one
hand, I want to note that many cybernetic projects did not have this represen-
tational aspect. The great advantage that Beer saw in biological computing
was that it was immediately performative, involving no detours through the
space of representation. On the other hand, when representations did appear
in cybernetic projects, as in the VSM, they figured as immediately geared into
performance, as revisable guides to future performance rather than as ends
in themselves. Beer valued knowledge, but he was also intensely suspicious
of it—especially of our tendency to mistake representations for the world,
and to cling to speciﬁc representations at the expense of performance. We
might thus think of cybernetics as staging for us a performative epistemology,
directly engaged with its performative ontology—a vision of knowledge as
part of performance rather than as an external controller of it. This is also, as
it happens, the appreciation of knowledge that I documented and argued for
in The Mangle.

Now that we have these two philosophical terms on the table—ontology and
epistemology—I can say more about my own role in this history. In chapter 1
I said that anyone can have their own history of cybernetics, and this one is
mine. I picked the cast of characters and which aspects of their work to dwell
upon. But beyond that, the emphasis on ontology is more mine than the cy-
berneticians’. It is the best way I have found to grasp what is most unfamiliar
and valuable about cybernetics, but the fact is that the word “ontology” does
not figure prominently in the cybernetic literature. What I call the cybernetic
ontology tends to be simply taken for granted in the literature or not labeled
as such, while “epistemology” is often explicitly discussed and has come in-
creasingly to the fore over time. Contemporary cyberneticians usually make
a distinction between “first-order” cybernetics (Walter and Ashby, say) and
“second-order” cybernetics (Bateson, Beer, and Pask), which is often phrased
as the difference between the cybernetics of “observed” and “observing”
systems, respectively. Second-order cybernetics, that is, seeks to recognize
that the scientific observer is part of the system to be studied, and this in turn
leads to a recognition that the observer is situated and sees the world from a
certain perspective, rather than achieving a detached and omniscient “view
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from nowhere.” Situated knowledge is a puzzling and difficult concept, and
hence follows an intensified interest in the problematic of knowledge and
epistemology.

What should I say about this? First, I take the cybernetic emphasis on epis-
temology to be a symptom of the dominance of specifically epistemological
inquiry in philosophy of science in the second half of the twentieth century,
associated with the so-called linguistic turn in the humanities and social
sciences, a dualist insistence that while we have access to our own words,
language, and representations, we have no access to things in themselves.
Cybernetics thus grew up in a world where epistemology was the thing, and
ontology talk was verboten. Second, my own field, science studies, grew in
that same matrix, but my own research in science studies has convinced me
that we need to undo the linguistic turn and all its works. The shift from a
representational to a performative idiom for thinking about science, and from
epistemology alone to ontology as well, is the best way I have found to get to
grips with the problematic of situated knowledge (and much else).

So I think that second-order cybernetics has talked itself into a corner in
its intensified emphasis on epistemology, and this book could therefore be
read as an attempt to talk my way out of the trap. Again, of course, the “so
what?” question comes up. Words are cheap; what does it matter if I use the
word “ontology” more than the cyberneticians? Actually—though it is not
my reason for writing the book—something might be at stake. Like ontol-
ogy itself, ontology talk might make a difference. How one conceives a field
hangs together with its research agendas. To see cybernetics as being primar-
ily about epistemology is to invite endless agonizing about the observer’s per-
sonal responsibility for his or her knowledge claims. Fine. But the other side
of this is the disappearance of the performative materiality of the field. All of
those wonderful machines, instruments, and artifacts get marginalized if one
takes cybernetics to be primarily about knowledge and the situatedness of the
observer. Tortoises, homeostats, biological computers, Musicolour machines,
adaptive architecture—all of these are just history as far as second-order cy-
bernetics is concerned. We used to do things like that in our youth; now we
do serious epistemology.

Evidently, I think this position is a mistake. I am interested in cybernetics
as the field that brought nonmodern ontology down to earth, and played it
out and staged it for us in real projects. I think we need more of this kind of
thing, not less. I did not make the history up; I don’t have enough imagination;
it has taken me years to find it out and struggle with it. But the chapters that
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follow invite, in effect, a redirection of cybernetics. I think the field might be
far more lively and important in the future if it paid attention to my descrip-

tion of its past.

Now for the trickiest point in this chapter. I began with Black Boxes and the
differing stances toward them of modern science and cybernetics: the former
seeking to open them up; the latter imagining a world of performances in
which they remained closed. This distinction works nicely if we want to think
about the work of the second-generation cyberneticians, Beer and Pask, and
also Bateson and Laing. Nothing more needs to be said here to introduce
them. But it works less well for the first generation, Walter and Ashby, and
this point needs some clarification.

I quoted Ashby earlier defining the problematic of the Black Box in terms
of an engineer probing the Box with electrical inputs and and observing its
outputs. Unfortunately for the simplicity of my story, the quotation continues:
“He is to deduce what he can of its contents.” This “deduction” is, needless to
say, the hallmark of the modern scientific stance, the impulse to open the box,
and a whole wing of Ashby’s cybernetics (and that of his students at Illinois in
the 1960s) circled around this problematic. Here I am tempted to invoke the
author’s privilege and say that I am not going to go into this work in any detail
in what follows. While technically fascinating, it does not engage much with
the ontological concerns which inform this book. But it is not so easy to get
off this hook. Besides a general interest in opening Black Boxes, Ashby (and
Walter) wanted to open up one particular Black Box, the brain, and it is im-
possible to avoid a discussion of that specific project here—it was too central
to the development of cybernetics.’ I need to observe the following:

Seen from one angle, the tortoise and the homeostat function well as non-
modern ontological theater. These machines interacted with and adapted
to their worlds performatively, without any representational detours; their
worlds remained unknowable Black Boxes to the machines. This is the picture
I want to contemplate. But from another angle, Walter and Ashby remained
securely within the space of modern science. As brain scientists, they wanted
to open up the brain to our representational understanding by a classically
scientific maneuver—building models of its interior. These models were un-
usual in that they took the form of machines rather than equations on paper,
but their impulse was the same: precisely to get inside the Black Box and to

illuminate the inner go of the adaptive brain.



28 : CHAPTER TWO

What should we make of this? Clearly, this branch of cybernetics was a hy-
brid of the modern and the nonmodern, staging very different acts of ontolog-
ical theater depending on the angle one watched them from. I could therefore
say that the invitation in what follows is to look at them from the nonmodern
angle, since this is the aspect of our imagination most in need of stimulation.
But, as we will see in more detail later, it is, in fact, also instructive to look
more closely at them from the modern angle too. We can distinguish at least
three aspects in which Walter and Ashby’s cybernetics in fact departed from
the paradigms of modern science.

First, sciences like physics describe a homogeneous field of entities and
forces that lacks any outside—a cosmos of point masses interacting via an
inverse-square law, say. Cybernetic brain modelling, in contrast, immediately
entailed an external other—the unknown world to which the brain adapts.
So even if early cybernetic brain models can be placed in a modern lineage,
they necessarily carried with them this reference to performative engagement
with the unknown, and this is what I will focus on in the following chapters.

Second, we can think not about the outside but about the inside of cyber-
netic brain models. The tortoise and the homeostat were instances of what
theoretical biologist Stuart Kauffman (1971) called “articulation of parts ex-
planation.””® Kauffman’s examples of this were taken from work in develop-
mental biology in which one appeals to the properties of single cells, say, to
explain morphogenesis at a higher level of cellular aggregation. Ashby’s and
Walter’s brain models had just this quality, integrating atomic parts—valves,
capacitors, and so on—to achieve higher-level behavior: adaptation. This is a
very different style of explanation from that of modern physics, which aims
at a calculable representation of some uniform domain—charged particles
responding identically to an electric field, for example. And it is worth noting
that articulation of parts explanation immediately thematizes performance.
One is more concerned with what entities do than what they are. Ashby and
Walter were not exploring the properties of relays and triodes; they were in-
terested in how they would behave in combination. From this angle, too, cy-
bernetic brain modelling once more dramatized performative engagement,
now within the brain.

And third, we can take this line of thought further. This is the place to
mention what I think of as a cybernetic discovery of complexity. At an “atomic”
level, Walter and Ashby understood their machines very well. The individual
components were simple and well-understood circuit elements—resistors, ca-

pacitors, valves, relays, some wires to make the connections. But the discovery
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of complexity was that such knowledge is not enough when it comes to under-
standing aggregate behavior; that explanation by articulation of parts is not
as straightforward as one might imagine; that especially—and in contrast to
paradigmatic instances of modern science—prediction of overall performance
on the basis of an atomic understanding can be difficult to the point of impos-
sibility. Walter reported that he was surprised by the behavior of his tortoises.
Ashby was baffled and frustrated by the homeostat’s successor—a machine
called DAMS—so much so that he eventually abandoned the DAMS project
as a failure. We could say, therefore, that Walter and Ashby both discovered in
their scientific attack on the brain that even rather simple systems can be, at
the same time, exceedingly complex systems in Beer’s terms. Beer’s favorite
examples of such systems were the brain itself, the firm, and the economy, but
even Ashby’s and Walter’s little models of the brain fell into this class, too.
Two observations follow. First, despite the modern scientific impulse be-
hind their construction, we could take the tortoise and, especially, DAMS as
themselves instances of ontological theater, in a somewhat different sense
from that laid out above. We could, that is, try to imagine the world as popu-
lated by entities like the tortoise and DAMS, whose behavior we can never
fully predict. This is another way in which the modern scientific approach to
the brain of Walter and Ashby in effect turns back into a further elaboration of
the nonmodern ontology that this book focuses upon. It is also a rephrasing of
my earlier remark on hybridity. Seen from one end of the telescope, the cyber-
netic brain models shed genuinely scientific light on the brain—in adapting
to their environment, they represented an advance in getting to grips with the
inner go of the brain itself. But seen from the other end, they help us imagine
what an exceedingly complex system is. If “toys” like these, to borrow Walter’s
description of them, can surprise us, the cybernetic ontology of unknowabil-
ity seems less mysterious, and cybernetic projects make more sense.
Continuing with this line of thought, in chapter 4 we can follow one line
of Ashby’s work into the mathematical researches of Stuart Kauffman and Ste-
phen Wolfram. T just mentioned some important philosophical work by Kauff-
man, but at issue here is another aspect of his theoretical biology. In computer
simulations of complex systems in the late 1960s, Kauffman came across the
emergence of simple structures having their own dynamics, which he could
interfere with but not control. These systems, too, might help give substance
to our ontological imaginations. In understanding the work of Bateson, Laing,
Beer, and Pask, the idea of performative interaction with systems that are not
just unknowable but that also have their own inner dynamics—that go their
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own way—is crucial. Wiener derived the word “cybernetics” from the Greek
for “steersman”; Pask once compared managing a factory with sailing a ship
(chap. 7); and the sense of sailing we will need in later chapters is just that of
participating performatively in (rather than representationally computing)
the dynamics of sails, winds, rudders, tides, waves, and what have you.

The motto of Wolfram’s New Kind of Science (2002) is “extremely complex
behaviour from extremely simple systems,” and this is precisely the phrase
that goes with the earlier cybernetic discovery of complexity. Whereas the
cyberneticians built machines, Wolfram’s work derives from experimenta-
tion with very simple formal mathematical systems called cellular automata
(CAs). And Wolfram’s discovery has been that under the simplest of rules, the
time evolution of CAs can be ungraspably complex—the only way to know
what such a system will do is set it in motion and watch. Again we have the
idea of an unpredictable endogenous dynamics, and Wolfram’s CAs can thus
also function as ontological theater for us in what follows—little models of
the fundamental entities of a cybernetic ontology. In their brute unpredict-
ability, they conjure up for us what one might call an ontology of becoming.
Much of the work to be discussed here had as its problematic questions of how
to go on in such a world.

Again, in the case of Kauffman and Wolfram, a certain ontological hybridity
is evident. In classically modern fashion, Wolfram would like to know which
CA the world is running. The recommendation here is to look through the
other end of the telescope—or pick up the other end of the stick—and focus
on the literally unpredictable properties of mathematical systems like these as

a way of imagining more generally how the world is."

THE FACT IS THAT OUR WHOLE CONCEPT OF CONTROL IS NAIVE, PRIMITIVE AND
RIDDEN WITH AN ALMOST RETRIBUTIVE IDEA OF CAUSALITY. CONTROL TO MOST
PEOPLE (AND WHAT A REFLECTION THIS IS UPON A SOPHISTICATED SOCIETY!)

IS A CRUDE PROCESS OF COERCION.
STAFFORD BEER, CYBERNETICS AND MANAGEMENT (1959, 21)
MODERN SCIENCE’S WAY OF REPRESENTING PURSUES AND ENTRAPS NATURE AS A

CALCULABLE COHERENCE OF FORCES. . . . PHYSICS. . . SETS NATURE UP TO

EXHIBIT ITSELF AS A COHERENCE OF FORCES CALCULABLE IN ADVANCE.

MARTIN HEIDEGGER, “THE QUESTION CONCERNING TECHNOLOGY”

(1976 [1954], 302-3)
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WE HAVE TO LEARN TO LIVE ON PLANETARY SURFACES AND BEND WHAT WE FIND

THERE TO OUR WILL.

NASA ADMINISTRATOR, NEW YORK TIMES, 10 DECEMBER 2006

I want to conclude this chapter by thinking about cybernetics as politics, and
to do so we can pick up a thread that I left hanging in the previous chapter.
There I ran through some of the critiques of cybernetics and indicated lines
of possible response. We are now in a position to consider one final example.
Beyond the specifics of its historical applications, much of the suspicion of
cybernetics seems to center on just one word: “control.” Wiener defined the
field as the science of “control and communication,” the word “control” is
everywhere in the cybernetics literature, and those of us who have a fondness
for human liberty react against that. There are more than enough controls
imposed on us already; we don’t want a science to back them up and make
them more effective.

The cyberneticians, especially Stafford Beer, struggled with this moral
and political condemnation of their science, and I can indicate the line of re-
sponse. We need to think about possible meanings of “control.” The objection-
able sense is surely that of control as domination—the specter of Big Brother
watching and controlling one’s every move—people reduced to automata.
Actually, if this vision of control can be associated with any of the sciences, it
should be the modern ones. Though the word is not much used there, these
are Deleuze and Guattari’s royal sciences, aligned with the established order,
that aspire to grasp the inner workings of the world through knowledge and
thus to dominate it and put it entirely at our disposal. Beyond the natural
sciences, an explicit ambition of much U.S. social science throughout the
twentieth century was “social engineering.” Heidegger’s (1976 [1954]) under-
standing of the sciences as integral to a project of enframing and subjugation
comes to mind. And the point I need to stress is that the cybernetic image of
control was not like that.

Just as Laingian psychiatry was sometimes described as antipsychiatry, the
British cyberneticians, at least, might have been rhetorically well advised to
describe themselves as being in the business of anticontrol. And to see what
that means, we have only to refer back to the preceding discussion of ontology.
If cybernetics staged an ontology in which the fundamental entities were dy-
namic systems evolving and becoming in unpredictable ways, it could hardly
have been in the business of Big Brother—style domination and enframing. It
follows immediately from this vision of the world that enframing will fail. The
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entire task of cybernetics was to figure out how to get along in a world that
was not enframable, that could not be subjugated to human designs—how
to build machines and construct systems that could adapt performatively to
whatever happened to come their way. A key aspect of many of the examples
we will examine was that of open-ended search—of systems that would ex-
plore their world to see what it had to offer, good and bad. This, to borrow an-
other word from Heidegger, is a stance of revealing rather than enframing—of
openness to possibility, rather than a closed determination to achieve some
preconceived object, come what may (though obviously this assertion will
need to be nuanced as we go along). This is the ontological sense in which cy-
bernetics appears as one of Deleuze and Guattari’s nomad sciences that upset
established orders.

One theme that will emerge from the chapter on Ashby onward, for ex-
ample, is that of a distinctly cybernetic notion of design, very different from
that more familiar in modern science and engineering. If our usual notion
of design entails the formulation of a plan which is then imposed upon mat-
ter, the cybernetic approach entailed instead a continuing interaction with
materials, human and nonhuman, to explore what might be achieved—what
one might call an evolutionary approach to design, that necessarily entailed a
degree of respect for the other.

Readers can decide for themselves, but my feeling is, therefore, that the cri-
tique of cybernetics that centers on the word “control” is importantly misdi-
rected. British cybernetics was not a scientized adjunct of Big Brother. In fact,
as I said, the critique might be better redirected toward modernity rather than
cybernetics, and this brings us to the question of ontological politics. The period
in which I have been writing this book has not been a happy one, and the future
looks increasingly grim. In our dealings with nature, 150 years of the enfram-
ing of the Mississippi by the U.S. Army Corps of Engineers came to a (tempo-
rary) end in 2005 with Hurricane Katrina, the flooding of New Orleans, many
deaths, massive destruction of property, and the displacement of hundreds
of thousands of people." In our dealings with each other, the United States’s
attempt to enframe Iraq—the installation of “freedom and democracy”—
became another continuing disaster of murder, mayhem, and torture.

In one of his last public appearances, Stafford Beer (2004 [2001], 853) ar-
gued, “Last month [September 2001], the tragic events in New York, as cyber-
netically interpreted, look quite different from the interpretation supplied by
world leaders—and therefore the strategies now pursued are quite mistaken
in cybernetic eyes.” Perhaps we have gone a bit overboard with the modern
idea that we can understand and enframe the world. Perhaps we could do with
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afew examples before our eyes that could help us imagine and act in the world
differently. Such examples are what the following chapters offer. They dem-
onstrate concretely and very variously the possibility of a nonmodern stance
in the world, a stance of revealing rather than enframing, that hangs together
with an ontology of unknowability and becoming. Hence the invitation to see
the following scenes from the history of cybernetics as sketches of another
future, models for another way to go on, an invitation elaborated further in
chapter 8.

This book is not an argument that modernity must be smashed or that
science as we know it should be abandoned. But my hope is that it might
do something to weaken the spell that modernity casts over us—to question
its hegemony, to destabilize the idea that there is no alternative. Ontological
monotheism is not turning out to be a pretty sight.






PART ONE

PSYCHIATRY TO CYBERNETICS






GREY WALTER

FROM ELECTROSHOCK TO THE
PSYCHEDELIC SIXTIES

THE BRUTE POINT IS THAT A WORKING GOLEM IS . . . PREFERABLE TO TO-
TAL IGNORANCE. . . . IT IS CLEAR BY NOW THAT THE IMMEDIATE FUTURE OF
STUDY IN MODELLING THE BRAIN LIES WITH THE SYNTHESIS OF GADGETS MORE

THAN WITH THE ANALYSIS OF DATA.

JEROME LETTVIN, EMBODIMENTS OF MIND (1988, VI, VII)

In an obituary for his long-standing friend and colleague, H. W. Shipton
described Grey Walter as, “in every sense of the phrase a free thinker [with]
contempt for those who followed well paved paths. He was flamboyant, per-
suasive, iconoclastic and a great admirer of beauty in art, literature, science,
and not least, woman” (1977, iii). The historian of science Rhodri Hayward
remarks on Walter’s “swashbuckling image” as an “emotional adventurer,”
and on his popular and academic reputation, which ranged from “robotics
pioneer, home guard explosives expert, wife swapper, t.v.-pundit, experimen-
tal drugs user and skin diver to anarcho-syndicalist champion of leucotomy
and electro-convulsive therapy” (2001a, 616). I am interested in Walter the
cybernetician, so the swashbuckling will get short shrift, alas."

After an outline of Walter’s life and career, I turn to robot-tortoises, explor-
ing their contribution to a science of the performative brain while also showing

the ways in which they went beyond that. I discuss the tortoises as ontological
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Figure 3.1. Grey Walter. Reproduced from The Burden: Fifty Years of Clinical and
Experimental Neuroscience at the Burden Neurological Institute, by R. Cooper and
J. Bird (Bristol: White Tree Books, 1989), 50. (By permission of White Tree Books,
Bristol.)

theater and then explore the social basis of Walter’s cybernetics and its modes
of transmission. Here we can look toward the present and contemporary work
in biologically inspired robotics. A discussion of CORA, a learning module that
Walter added to the tortoises, moves the chapter in two directions. One adds
epistemology to the ontological picture; the other points to the brutal psy-
chiatric milieu that was a surface of emergence for Walter’s cybernetics. The
chapter concludes with Walter’s interest in strange performances and altered
states, and the technologies of the self that elicit them, including flicker and
biofeedback. Here we can begin our exploration of crossovers and resonances
between cybernetics and the sixties, with reference to William Burroughs, the
Beats, and “brainwave music.” I also discuss the hylozoist quality of the latter,
a theme that reappears in different guises throughout the book.
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The ontological hybridity of first-generation cybernetics will be apparent.
While we can read Walter’s work as thematizing a performative vision of our-
selves and the world, the impulse to open up the Black Box of the brain will
also be evident. Cybernetics was born in the matrix of modern science, and
we can explore that too.

William Grey Walter was born in Kansas City, Missouri, in 1910.? His parents
were journalists, his father English, his mother Italian-American. The family
moved to Britain in 1915, and Walter remained there for the rest of his life. At
some stage, in a remarkable coincidence with Ashby, Beer, and Pask, Walter
stopped using his first name and was generally known as Grey (some people un-
derstood him to have a double-barreled surname: Grey-Walter). He was educated
at Westminster School in London and then at King’s College Cambridge, where
he gained an honors degree in physiology in 1931 and stayed on for four years’
postgraduate research on nerve physiology and conditioned reflexes, gaining his
MA degree for his dissertation, “Conduction in Nerve and Muscle.” His ambi-
tion was to obtain a college fellowship, but he failed in that and instead took up a
position in the Central Pathological Laboratory of the Maudsley mental hospital
in London in 1935, at the invitation of Frederick Golla, the laboratory’s director,
and with the support of a fellowship from the Rockefeller Foundation.?

Golla encouraged Walter to get into the very new field of electroencepha-
lography (EEG), the technique of detecting the electrical activity of the brain,
brainwaves, using electrodes attached to the scalp. The possibility of detecting
these waves had first been shown by the Jena psychiatrist Hans Berger in 1928
(Borck 2001) but the existence of such phenomena was only demonstrated
in Britain in 1934 by Cambridge neurophysiologists E. D. Adrian and B. H. C.
Matthews. Adrian and Matthews confirmed the existence of what they called
the Berger rhythm, which later became known as the alpha rhythm: an oscil-
lation at around ten cycles per second in electrical potentials within the brain,
displayed by all the subjects they examined. The most striking feature of these
waves was that they appeared in the brain when the subjects’ eyes were shut, but
vanished when their eyes were opened (fig. 3.2). Beyond that, Adrian and Mat-
thews found that “the Berger rhythm is disappointingly constant” (Adrian and
Matthews 1934, 382). But Walter found ways to take EEG research further. He
was something of an electrical engineering genius, designing and building EEG
apparatus and frequency analyzers and collaborating with the Ediswan com-
pany in the production of commercial equipment, and he quickly made some
notable clinical achievements, including the first diagnosis and localization



40 :: CHAPTER THREE

-‘-—-*ﬂ#a‘-ﬂ'-rm‘m J‘E-*Wﬂﬂ’“-'f-""ﬂ’l']’f i
A s
ol agnst bt

Fio, &—Ths devaloprmini of tha riyike in the sbessss of vimal ssiiviiy,

E.D Ak The thyikm appms whas ika eye ups clossd,

H.T.lﬁiivi;lh i

(T m dimppesrs when the s7es wre cpened,

B, - Afley et Slrrion £n. s Mk K, PAyShey bo Festssh itk thet ages
opes.  Clealng ibem Joss mob afiss Bhe rhynhm.

oepE

B,
|
W.

Figure 3.2. Alpha rhythms in the brain, showing the effect of opening and closing
the eyes. Source: E. D. Adrian and B. H. C. Matthews, “The Berger Rhythm: Potential
Changes from the Occipital Lobes in Man,” Brain, 57 (1934), 355-85. (By permission
of Oxford University Press.)

of a cerebral tumor by EEG, the discovery that a significant proportion of
epileptics show unusual brainwaves even between fits, and intervention in a
famous murder case (Hayward 2001a, 620).* Following his pioneering work,
EEG was at the center of Walter’s career for the rest of his life. In 1949 he was
a cofounder and coeditor of the felicitously titled journal Electroencephalogra-
phy and Clinical Neurophysiology (self-described on its title page as “The EEG
Journal”) and from 1953 to 1957 he was president of the International Federa-
tion of EEG Societies.?

In 1939 Walter and Golla moved together to the newly established Burden
Neurological Institute near Bristol, with Golla as its first director and Walter
as director of its Physiology Department (at annual salaries of £1,500 and
£800, respectively). The Burden was a small, private institution devoted to
“clinical and experimental neuroscience” (Cooper and Bird 1989), and Walter
remained there for the rest of his working life, building a reputation as one
of the world’s leaders in EEG research and later in research using electrodes
implanted in the brain (rather than attached to the scalp).® Walter’s best-
recognized and most lasting contribution to brain science was his discovery
in the 1960s of contingent negative variation, the “expectancy wave,” a shift
in the electrical potential of the brain that precedes the performance of inten-
tional actions. He was awarded the degree of ScD by Cambridge in 1947 and
an honorary MD degree by the University of Aix-Marseilles in 1949.

Besides his technical work, in 1953 Walter published an influential popu-
lar book on the brain, The Living Brain, with a second edition in 1961, and in
1956 he published a novel, Further Outlook, retitled The Curve of the Snowflake
in the United States.” He was married twice, from 1934 to 1947 to Katherine
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Ratcliffe, with whom he had two children, and from 1947 to 1960 to Vivian
Dovey, a radiographer and scientific officer at the Burden, with whom he co-
authored papers and had a son. From 1960 to 1974 he lived with Lorraine
Aldridge in the wife swap mentioned above (R. Cooper 1993; Hayward 2001a,
628). In 1970 Walter’s research career came to an end when he suffered a
serious head injury as a result of a collision between the scooter he was riding
(at the age of sixty, let us recall) and a runaway horse. He was in a coma for a
week, suffered serious brain damage, and never fully recovered. He returned
to work at the Burden as a consultant from 1971 until his retirement in 1975
and died suddenly of a heart attack in 1976 (Cooper and Bird 1989, 60).

Walter’s most distinctive contribution to cybernetics came in 1948, with
the construction of the first of his robot tortoises. He was one of the founders
of the Ratio Club, the key social venue for the British cyberneticians, which
met from 1949 until 1955 (Clark 2002, chap. 3, app. A1). He was an invited
guest at the tenth and last of the U.S. Macy cybernetics conferences in 1953
(Heims 1991, 286), and he was a member of the four-man scientific commit-
tee of the first meeting of the European counterpart of the Macys, the 1956
Namur conference—the First International Congress on Cybernetics—where
he presided over section IV, devoted to “cybernetics and life”

The Tortoise and the Brain

How might one study the brain? At different stages of his career, Walter pursued
three lines of attack. One was a classically reductionist approach, looking at
the brain’s individual components. Working within a well-established research
tradition, in his postgraduate research at Cambridge he explored the electrical
properties of individual neurons which together make up the brain. One can
indeed make progress this way. It turns out, for example, that neurons have a
digital character, firing electrical signals in spikes rather than continuously; they
have a certain unresponsive “dead time” after firing; they have a threshold below
which they do not respond to incoming spikes; they combine inputs in various
ways. But if one is interested in the properties of whole brains, this kind of un-
derstanding does not get one very far. A crude estimate would be that the brain
contains 10" neurons and many, many more interconnections between them,
and no one, even today, knows how to sum the properties of that many elements
to understand the behavior of the whole. As Walter put it, “One took an anatomi-
cal glance at the brain, and turned away in despair” (1953, 50). We could see this
as a simple instance of the problem of complexity which will appear in various
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guises in this chapter and the next: there exist systems for which an atomic
understanding fails to translate into a global one. This is the sense in which the
brain counted for Stafford Beer as an exemplary “exceedingly complex system.”

Walter’s second line of attack emerged on his move to London. His EEG
work aimed at mapping the properties of the brain. What does the brain do?
Well, it emits small but complicated electrical signals that are detectable by
sensitive electronic apparatus. Such signals, both oscillatory (waves) and sin-
gular, were what Walter devoted his life to studying. This proved to be diffi-
cult. Other rhythms of electrical activity—the so-called beta, theta, and delta
bands of brainwaves at frequencies both above and below the alphas—were
discovered, but EEG readouts revealed the brain to be very noisy, and distin-
guishing correlations between inputs and outputs was problematic. Echoing
the findings of Adrian and Matthews in 1934, Walter (1953, 9o) observed that
“very few of the factors affecting the spontaneous rhythms were under the
observation or control of experimenter or subject. Usually only the effects of
opening or closing the eyes, of doing mental arithmetic, of overbreathing and
of changes in the blood sugar could be investigated. . . . The range and variety
of methods were not comparable with the scope and sensitivity of the organ
studied, and the information obtained by them was patchy in the extreme.”
The electric brain, one could say, proved more complex than the variables in
terms of which researchers might hope to map it.®

We can return to Walter’s EEG work at various points as we go along, but I
can enter a couple of preliminary comments on it here. As ontological theater, it
evidently stages for us a vision of the brain as a performative organ rather than a
cognitive one—an organ that acts (here, emitting electrical signals) rather than
thinks. Equally evidently, such a conception of the brain destabilizes any clean
dualist split between people and things: the performative brain as just one Black
Box to be studied among many.® At the same time, though, as we will see shortly,
Walter’s ambition was always to open up the Black Box, in pursuit of its in-
ner go. This is what I mean by referring to the hybrid quality of his cybernetics.

Walter’s third line of attack on the brain was the one that I have talked
about before: the classically scientific tactic of building models of the brain.
The logic here is simple: if a model can emulate some feature of the system
modelled, one has learned something, if only tentatively, about the go of the
latter, its inner workings. As Roberto Cordeschi (2002) has shown, one can
trace the lineage of this approach in experimental psychology back to the early
years of the twentieth century, including, for example, the construction of a

phototropic electric dog in 1915. The early years of cybernetics were marked
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by a proliferation of such models, including the maze-learning robots built
by Claude Shannon and R. A. Wallace—which Walter liked to call Machina
labyrinthea—and Ashby’s homeostat (Machina sopora) (Walter 1953, 122-23),
but we need to focus on the tortoise.*

The tortoises (or “turtles”) were small electromechanical robots, which
Walter also referred to as members of a new inorganic species, Machina
speculatrix. He built the first two, named Elsie and Elmer, at home in his spare
time between Easter of 1948 and Christmas of 1949. In 1951, a technician at
the Burden, W. J. Warren—known as Bunny, of course—built six more, to
a higher engineering standard (Holland 1996, 2003). The tortoises had two
back wheels and one front (fig. 3.3). A battery-powered electric motor drove
the front wheel, causing the tortoise to move forward; another motor caused
the front forks to rotate on their axis, so the basic state of the tortoise was a
kind of cycloidal wandering. If the tortoise hit an obstacle, a contact switch on
the body would set the machine into a back and forth oscillation which would
usually be enough to get it back into the open. Mounted on the front fork was
a photocell. When this detected a source of illumination, the rotation of the
front fork would be cut off, so the machine would head toward the light. Above
a certain intensity of illumination, however, the rotation of the forks would
normally be switched back on, so the life of the tortoise was one of perpetual
wanderings up to and away from lights (fig. 3.4). When their batteries were
low, however, the tortoises would not lose interest in light sources; instead,
they would enter their illuminated hutches and recharge themselves.

The tortoises also executed more complex forms of behavior which derived
from the fact that each carried a running light that came on when the tortoise
was in search mode and went off when it locked onto a light. The running
lights were originally intended simply to signal that a given tortoise was work-
ing properly, but they bestowed upon the tortoise an interesting sensitivity to
its own kind. It turned out, for example, that a tortoise passing a mirror would
be attracted to the reflection of its own light, which light would then be extin-
guished as the tortoise locked onto its image; the light would then reappear as
the scanning rotation of the front wheel set back in, attracting the tortoise’s
attention again, and so on (fig. 3.5). The tortoise would thus execute a kind of
mirror dance, “flickering, twittering and jigging,” in front of the mirror, “like
a clumsy Narcissus.” Likewise, two tortoises encountering one another would
repetitively lock onto and then lose interest in one another, executing a mat-
ing dance (fig. 3.6) in which “the machines cannot escape from one another;

59

but nor can they ever consummate their ‘desire’” (Walter 1953, 128, 129).
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Figure 3.3. Anatomy of a tortoise. Source: de Latil 1956, facing p. 50.

So much for the behaviors of the tortoises; now to connect them to the
brain. One can analogize a tortoise to a living organism by distinguishing its
motor organs (the power supply, motors, and wheels), its senses (the contact
switch and the photocell), and its brain (connected to the motor organs and
senses by nerves: electrical wiring). The brain itself was a relatively simple
piece of circuitry consisting of just two “neurons,” as Walter (1950a, 42) put it,
each consisting of an electronic valve, a capacitor, and a relay switch (fig. 3.7).
In response to different inputs, the relays would switch between different
modes of behavior: the basic wandering pattern, locking onto a light, oscillat-
ing back and forth after hitting an obstacle, and so on.
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What can we say about the tortoise as brain science? First, that it modelled
a certain form of adaptive behavior. The tortoise explored its environment and
reacted to what it found there, just as all sorts of organisms do—the title of
Walter’s first publication on the tortoises was “An Imitation of Life” (1950a).
The suggestion was thus that the organic brain might contain similar struc-
tures to the tortoise’s—not valves and relays, of course, but something func-
tionally equivalent. Perhaps, therefore, it might not be necessary to descend
to the level of individual neurons to understand the aggregate properties of
the brain. This is the sense in which Jerome Lettvin (once a collaborator of
Warren McCulloch) could write in 1988 that “a working golem is . . . prefer-
able to total ignorance” (1988, vi). But the tortoises also had another signifi-
cance for Walter.

The tortoise’s method of finding its targets—the continual swiveling of the
photocell through 360 degrees—was novel. Walter referred to this as scanning,
and scanning was, in fact, a topic of great cybernetic interest at the time. The

Figure 3.4. The tortoise in

action. Source: de Latil 1956,

facing p. 275.
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Figure 3.5. The mirror dance. Source: Holland 1996.

central question addressed here was how the brain goes from atomistic sensory
impressions to a more holistic awareness of the world. In the United States
in 1947 Walter Pitts and Warren McCulloch published an influential paper,
“How We Know Universals,” which aimed to explain pattern recognition—for
example, recognizing individual letters of the alphabet independently of their
size and orientation—in terms of a scanning mechanism. More relevant to
Walter, in his 1943 book The Nature of Explanation, Kenneth Craik (1943, 74),
the British experimental psychologist, speculated about the existence of some
cerebral scanning mechanism, always, it seems, explained by an analogy with
TV. “The most familiar example of such a mechanism is in television, where a
space-pattern is most economically converted for transmission into a time se-
quence of impulses by the scanning mechanism of the camera” (Walter 1953,
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108). The basic idea was that the brain contains some such scanning mecha-
nism, which continually scans over its sensory inputs for features of interest,
objects, or patterns in the world or in configurations internal to itself."

One of the tortoise’s most striking features, the rotation of the front forks
and the photocell, was thus an implementation of this cybernetic notion of
scanning. And beyond that, scanning had a further degree of significance
for Walter. Craik visited Walter in the summer of 1944 to use the Burden’s
automatic frequency analyzers, and from that time onward both of them were
drawn to the idea that the brainwaves recorded in Walter’s EEGs were some-
how integral to the brain’s scanning mechanism (Hayward 2001b, 302). The
basic alpha rhythm, for example, which stopped when the eyes were opened,
could be interpreted as a search for visual information, a search “which

relaxes when a pattern is found,” just as the tortoise’s photocell stopped going

Figure 3.6. The mating dance. Source: Holland 1996.
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Figure 3.7.The brain of the tortoise. Source: Walter 1953, 289, fig. 22.

around when it picked up a light.*? This interpretation found some empirical
support. As Walter noted (1953, 109), “There was the curious coincidence
between the frequency of the alpha rhythms and the period of visual persis-
tence. This can be shown by trying how many words can be read in ten sec-
onds. It will be found that the number is about one hundred—that is, ten
per second, the average frequency of the alpha rhythms” (Walter 1953, 109).
He also mentioned the visual illusion of movement when one of a pair of
lights is turned off shortly after the other. Such data were at least consistent
with the idea of a brain that lives not quite in the instantaneous present, but
instead scans its environment ten times a second to keep track of what is
going on."”

From a scientific perspective, then, the tortoise was a model of the brain
which illuminated the go of adaptation to an unknown environment—how it
might be done—while triangulating between knowledge of the brain emanat-
ing from EEG research and ideas about scanning.

Tortoise Ontology

We can leave the technicalities of the tortoise for a while and think about
ontology. I do not want to read too much into the tortoise—later machines
and systems, especially Ashby’s homeostat and its descendants, are more
ontologically interesting—but several points are worth making. First, the
assertion that the tortoise, manifestly a machine, had a “brain,” and that the
functioning of its machine brain somehow shed light on the functioning of
the human brain, challenged the modern distinction between the human and
the nonhuman, between people and animals, machines and things. This is
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the most obvious sense in which Walter’s cybernetics, like cybernetics more
broadly, staged a nonmodern ontology.* Second, we should reflect on the way
the tortoise’s brain latched onto its world. The tortoise is our first instantiation
of the performative perspective on the brain that I introduced in chapter 1,
the view of the brain as an “acting machine” rather than a “thinking machine,”
as Ashby put it. The tortoise did not construct and process representations of
its environment (a la AI robotics); it did things and responded to whatever
turned up (cycloidal wandering, locking onto lights, negotiating obstacles).
The tortoise thus serves to bring the notion of a performative brain down to
earth. In turn, this takes us back to the notion of Black Box ontology that I
introduced in chapter 2. The tortoise engaged with its environment as if the
latter were a Black Box, in Ashby’s original sense of this word—a system to be
performatively explored.” As ontological theater, the tortoise staged a version
of this Black Box ontology, helping us to grasp it and, conversely, exemplifying
a sort of robotic brain science that might go with such an ontology.

Now we come to the complication I mentioned in chapter 2. In one sense
the tortoise staged a nonmodern Black Box ontology, but in another it did not.
For Walter, the point of the exercise was to open up one of these boxes, the
brain, and to explore the inner go of it in the mode of modern science. How
should we think about that? We could start by remembering that in Walter’s
work the world—the tortoise’s environment—remained a Black Box. In this
sense, Walter’s cybernetics had a hybrid character: nonmodern, in its the-
matization of the world as a performative Black Box; but also modern, in its
representational approach to the inner workings of the brain. My recommen-
dation would then be to pay attention to the nonmodern facet of this hybrid,
as the unfamiliar ontology that cybernetics can help us imagine. But there is
more to think about here. The question concerns the extent to which Walter’s
brain science in fact conformed to the stereotype of modern science. As I
mentioned in chapter 2, cybernetic brain science was an odd sort of science
in several ways. First, the scientifically understood brain had as its necessary
counterpart the world as an unopened Black Box, so that the modern and the
nonmodern aspects of this branch of cybernetics were two sides of a single
coin. Second, the style of scientific explanation here is what I called “explana-
tion by articulation of parts.” Walter’s brain science did not emulate physics,
say, in exploring the properties of the fundamental units of the brain (neurons
or their electromechanical analogues); instead, it aimed to show that when
simple units were interconnected in a certain way, their aggregate perfor—
mance had a certain character (being able to adapt to the unknown). Again,
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this sort of science thematizes performance rather than knowledge of indi-
vidual parts. And third, this style of explanation had a tendency to undermine
its own modern impulse in what I call the cybernetic discovery of complexity,

to which we can now turn.

IT IS ONE OF THE INTERESTING CONSEQUENCES OF THIS KIND OF MODEL-
MAKING—THOUGH I ONLY REALISED IT AFTER I STARTED MAKING THESE TOYS—
THAT A VERY SMALL NUMBER OF NERVE ELEMENTS WOULD PROVIDE FOR AN EX-

TREMELY RICH LIFE.

GREY WALTER, “PRESENTATION” (1971 [1954], 29)

The tortoises were simple and comprehensible artifacts. Anyone could under-
stand how their two-neuron brains worked—at least, anyone familiar with the
relay and triode circuits of the time. But, as Walter argued, “the variation of
behaviour patterns exhibited even with such economy of structure are com-
plex and unpredictable” (1953, 126). He noted, for example, that he had been
taken by surprise by the tortoises’ mirror and mating dances (1953, 130). The
tortoises engaged with their environments in unexpected ways, displaying
emergent properties relative to what Walter had designed into them. After the
fact, of course, Walter explained such performances in terms of the tortoises’
running lights, as mentioned above. But it is worth recognizing that such
interpretations were themselves not beyond dispute. On the basis of his own
tortoise reconstructions, Owen Holland (2003, 2101-8) was led to challenge
Walter’s interpretation of the source of these dances, arguing that they are a
function of the oscillatory behavior set in motion by physical contact, rather
than anything to do with the running lights. Here it begins to become clear
that the tortoises remained mini-Black Boxes. As Walter put it, “Even in the
simple models of behaviour we have described, it is often quite impossible to
decide whether what the model is doing is the result of its design or its experi-
ence” (1953, 271).'°

The tortoise thus again appears as ontological theater, but in a different
sense from that discussed above. As a piece of engineering, it displayed the
fact that a reductive knowledge of components does not necessarily translate
into a predictive understanding of aggregate performance—one still has to
run the machine and find out what it will do. As I said in chapter 2, I find this
ontologically instructive too. Many people, including me, tend to think that
the world has some determinate structure that is, in principle, fully compre-
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hensible. What the tortoise stages us for us is that, even if that were true, we
might still have to find out about the world in real-time performative interac-
tion. For such people, it might be helpful to start by imagining the world as
full of tortoiselike entities—unknowable in any predictive sense and always
capable of surprising us, as the tortoise proved to be. This is another way to
begin getting the hang of the ontology of cybernetics.

In his first publication on the tortoises, in Scientific American in May 1950,
Walter (1950a, 44) emphasized this discovery of complexity in a striking
extrapolation beyond the two-neuron tortoise brain: “It is unlikely that the
number of perceptible functional elements in the brain is anything like the
total number of the nerve cells; it is more likely to be of the order of 1,000. But
even if it were only 10, this number of elements could provide enough variety
for a lifetime of experience for all the men who ever lived or will be born if
mankind survives a thousand million years.” At stake here are not Walter’s
precise numbers (see Walter 1953, 118—20, for the calculation)—though cy-
bernetic combinatorics readily generates enormous numbers, as we will see
later. Walter was not suggesting that given ten elements he could predict the
future of the human race in classically scientific fashion. His point concerned,
rather, I think, the unimaginable richness of performance that could be gener-
ated by a few simple parts articulated with one another. Even if we knew what
the ten functional elements of the brain are and how they are interconnected,
we would not be able to “solve” the system and thus calculate and predict all
possible forms of human behavior over the next billion years. We would just
have to build the system and run it, like the tortoise, to see what it would
do—or we could just let history run its course and find out. In general, even if
we know all that there is to know about the primitive components of a Black
Box, we might still not know anything about how the ensemble will perform.
At this level of aggregation, the box remains black, and this is what Walter
learned from his tortoises.

Thus my sense of the tortoise as ontological theater—as variously conjuring
up and playing out an ontological vision of performance and unknowability.
We will see this ontology elaborated in all sorts of ways in the pages to fol-
low. But here I should note two qualifications concerning just how much the
tortoise can enlighten us. First, the tortoise was indeed adaptive, but only to a
degree. Especially, it had fixed goals hard wired into it, such as pursuing lights.
The tortoise did not evolve new goals as it went along in the world. This fixity
of goals was a common feature of early cybernetic engineering, going back
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all the way to the steam-engine governor (which sought to keep the engine
speed constant) and beyond. As ontological theater this has to be seen as a
shortcoming. There is no reason to think that human beings, for example, are
characterized by a fixity of goals, and every reason, in fact, to argue against
it (Pickering 1995). From this angle too, then, we should see the tortoise as
staging a hybrid ontology, part adaptive and part not."” As I have said before,
the adaptive aspects of cybernetics are what I want most to get into focus here,
as pointing toward the unfamiliar aspects of nonmodern ontology.

The tortoise’s world also left something to be desired. It was a world that, to
a first approximation, never changed, a fixed array of lights and obstacles. The
tortoise adapted to its environment, but the environment did nothing in re-
sponse.'® There was no place for a dance of agency between the tortoise and its
world. This has to be regarded as another shortcoming of Walter’s cybernetics
as ontological theater, and we can see in later chapters how other cybernetic

systems, beginning with Ashby’s homeostat, transcended this limitation.

Tortoises as Not-Brains

IT IS UP TO M. WALTER TO EXPLAIN THE IMPORTANCE OF HIS MODELS FOR
PHYSIOLOGY. THE ENGINEER IS INTERESTED IN THE MACHINE THAT IMITATES
SENSE ORGANS AND THE MACHINE THAT LEARNS. ONE CAN IMAGINE A DAY WHEN
MACHINES THAT LEARN WOULD HAVE A GENERAL IMPORTANCE IN INDUSTRY.

THAT IS WHY WE HAVE REPEATED HIS APPROACH.

HEINZ ZEMANEK, “LA TORTUE DE VIENNE ET LES AUTRES TRAVAUX

CYBERNETIQUES” (ZEMANEK 1958, 772, MY TRANSLATION)

In the opening chapter I mentioned the protean quality of cybernetics, that
although the brain was its original referent, the brain could not contain it, and
I can elaborate on that remark now. I have shown how the tortoise took shape
as a model of the brain and as a contribution to brain science; I will shortly
explore its specific connection to psychiatry. But one did not have to see a brain
when contemplating a tortoise. One could simply see a machine, an interesting
example of a particular style of adaptive engineering, a robot. Here is Walter’s
own account of the origins of the tortoise from The Living Brain (1953, 125):
“The first notion of constructing a free goal-seeking mechanism goes back to a
wartime talk with the psychologist, Kenneth Craik. . . . When he was engaged
on a war job for the Government, he came to get the help of our automatic
[EEG] analyser with some very complicated curves he had obtained, curves
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relating to the aiming errors of air gunners. Goal-seeking missiles were literally
much in the air in those days; so, in our minds, were scanning mechanisms. . . .
The two ideas, goal-seeking and scanning, . . . combined as the essential me-
chanical conception of a working model that would behave like a very simple
animal.” Craik was a young experimental psychologist and protocybernetican,
who died at the age of thirty-one in a bicycle accident in Cambridge on 18 May
1945, the last day of World War II in Europe. He was very much the British
Wiener, even more heavily involved in military research into gun aiming and
the like during the war, and there are clear echoes of Wiener’s wartime work
on autonomous weapons systems in this quotation from Walter.”” And though
there is no evidence that Walter ever sought to develop the tortoise for such
purposes, if one wanted to find a use for it, an obvious thing to do would be to fix
a gun next to the guiding photocell or fill its body with explosives detonated by
the contact switch. And Walter was certainly well aware of such possibilities. At
the end of his technical description of tortoise construction, he stated that “the
model may be made into a better ‘self-directing missile’ by using two photocells
in the usual way” (1953, 291-92).%

Walter’s contribution to brain science was thus also a contribution to the
history of engineering and robotics (on which more below). And beyond the
technical realms of brain science and robotics, the tortoises also found a place
in popular culture. They were not simply technical devices. Walter showed
them off and people liked them. He demonstrated the first two tortoises,
Elmer and Elsie, in public in 1949, though “they were rather unreliable and
required frequent attention.” Three of the tortoises built by Bunny Warren
were exhibited at the Festival of Britain in 1951; others were demonstrated
in public regularly throughout the 1950s. They appeared on BBC television
(Holland 2003, 2090-91, gives an account and analysis of a 1950 BBC news-
reel on the tortoises). Walter set them loose at a meeting of the British Asso-
ciation for the Advancement of Science, where they displayed a lively interest
in women’s legs (presumably attracted to the light-reflecting qualities of nylon
stockings: Hayward, 2001b).

This popular appeal, in turn, manifested itself in at least two lines of sub-
sequent development. One was an embryonic eruption into the toy market: a
tortoise was sent to the United States after the Festival of Britain as the proto-
type for a line of transistorized children’s toys—which never went into pro-
duction, alas (Holland 1996, n.d.; Hayward 2001b). One can now, however,
buy construction kits for devices which are clearly versions of the tortoise.
Along another axis, the tortoise entered the world of science fiction and popu-
lar entertainment. In the BBC’s long-running Doctor Who TV series, I find it
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hard to doubt that the tortoise was the model for K-g, the Doctor’s robot dog
(which looked just like a tortoise, with a small tail attached). One thinks also of
the Daleks, with their sinister optical scanner, and my recollection is that the
Daleks were first seen in an electronic readout from a human brain which itself
took the form of a TV image—another imaginative version of the cybernetic no-
tion of scanning. What should we make of this popular appeal? It derived, I as-
sume, from the quasi-magical properties of tortoises I mentioned in chapter 1,
as mechanical devices that behaved as if they were alive. We are back in the
territory of the Golem and the Sorcerer’s Apprentice, and a fascination with
transgression of the boundary between the animate and the inanimate. This
animation of the inanimate hangs together, of course, with the implementa-
tion of the cybernetic ontology just discussed: the tortoises appeared so lively
just because of their autonomy and sensitivity to their environment.

Brain science, psychiatry, robotics, toys, TV sci-fi: these are some of the
areas that the tortoises contributed to. This list starts to establish what I
mean by the protean quality of cybernetics, and as the book goes on, we can
extend it.

The Social Basis of Cybernetics

THE MECHANICAL DESIGN [OF A TORTOISE] IS USUALLY MORE OF A PROBLEM
THAN THE ELECTRICAL. . . . THERE IS NOT A GREAT CHOICE OF MOTORS;
THOSE USED FOR DRIVING SMALL HOME-CONSTRUCTED MODELS ARE ADEQUATE
BUT NOT EFFICIENT. . . . IT IS OFTEN ADVISABLE TO RE-BUSH THE BEAR-
INGS. . . . THE GEAR TRAINS TO THE DRIVING AND SCANNING SHAFTS ARE
THE MOST AWKWARD PARTS FOR THE AMATEUR CONSTRUCTOR. THE FIRST MODEL
OF THIS SPECIES WAS FURNISHED WITH PINIONS FROM OLD CLOCKS AND GAS-

METERS .

GREY WALTER, THE LIVING BRAIN (1953, 290-91)
SO MANY DISCOVERIES HAVE BEEN MADE BY AMATEURS THAT THERE MUST BE A
SPECIAL STATE OF MIND AND A PHASE OF SCIENTIFIC EVOLUTION WHEN TOO

MUCH KNOWLEDGE IS A DANGEROUS THING. COULD ONE SAY THAT AN AMATEUR

IS ONE WHO DOES NOT KNOW HIS OWN IMPOTENCE?

GREY WALTER, “TRAPS, TRICKS AND TRIUMPHS IN E.E.G.” (1966, 9)

I mentioned in the opening chapter that cybernetics had an unconventional

social basis as well as an unfamiliar ontology, and here we can begin the
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investigation of the former. One point to bear in mind is that Walter did have
a steady job throughout his working life, spending the thirty-one years prior to
his scooter accident at the Burden Neurological Institute. As I said, however,
his career there revolved around his EEG work and electrophysiological re-
search more generally, and the question that I want to focus on here concerns
the social basis for his cybernetics as exemplified by the tortoises.

In the quotation above on Craik and the origins of the tortoise, I skipped
over a phrase, “long before the home study was turned into a workshop,” which
precedes “the two ideas, goal-seeking and scanning, had combined.” Walter
built the first tortoises at home, in his spare time.” Hence, for example, the
practical advice to readers on tortoise construction just quoted. Walter’s key
contribution to cybernetics was, then, the work of an amateur, a hobbyist. And,
as we will see, this was true of all four of our principals. In this sense, then, we
can say that at its origins British cybernetics had no social basis. It emerged from
nowhere as far as established fields and career paths were concerned. The cy-
berneticians and their projects were outsiders to established fields of endeavor.

Some discussion is appropriate here. First, it is worth emphasizing that the
amateur and hobbyist roots of British cybernetics are a marker of its oddity:
there was no obvious field for it to grow from. Perhaps the most likely matrix
would have been experimental psychology (one thinks of Kenneth Craik) but
in fact cybernetics did not originate there. Second, we should go back to the
standard origin story of cybernetics, connecting it to Norbert Wiener’s mili-
tary research. There is, as I said in chapter 1, a contrast here between British
and American cybernetics. As I have already indicated, the primary referent
of Walter’s tortoise work was not some piece of military technology such as
Wiener’s antiaircraft predictor; it was the brain. Walter always presented the
tortoise precisely as a model brain, and though I just quoted him on the tor-
toise as a self-guided missile, this was a passing remark. And, of course, it
makes sense that a brain researcher working at a neurological institute would
have the brain rather than weapons systems on his mind.*

This, then, is the other origin story of cybernetics that I can develop further
as we go on, the story of cybernetics as emerging from and as brain science
rather than military research. This story requires some nuance, needless to
say. Little research in the 1940s and 1950s was immune to military influence,
and it was Craik, the British Wiener, who gave Walter the idea of scanning.
Nevertheless, it would be misleading to try to center the story of British cy-
bernetics on war; it is much more illuminating to focus on the brain.?® That
said, there is another connection to warfare that is worth mentioning, which

in fact deepens the contrast with Wiener.
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In the second Grey Walter Memorial Lecture, the veteran EEG researcher
W. A. Cobb told a story of wartime shortages of equipment and of how he
eventually obtained a special timer from the wreckage of a crashed Spitfire
(Cobb 1981, 61). We can take this as iconic of the conditions under which
British cybernetics developed. Wiener worked on a well-funded military proj-
ect at the cutting edge of research at MIT, the very heart of the U.S. military-
academic complex; like Cobb, Walter and the other British cyberneticians
cobbled together their creations from the detritus of war and a couple of
centuries of industrialization.** The electronic components of machines like
the tortoise were availably cheaply as war surplus (Hayward 2001b, 300),
and, as Walter said, other parts were salvaged from old clocks and gas meters.
If Wiener’s cybernetics grew directly out of a military project, Walter’s was
instead improvised in a material culture left over from the war.

One last remark on the origins of British cybernetics. Inescapably associ-
ated with the notions of the amateur and the hobbyist are notions of sheer
pleasure and fun. Just as there is no reason to doubt that Walter intended the
tortoises as a serious contribution to brain science, there is no reason to doubt
that he had fun building them and watching them perform. This theme of hav-
ing fun is another that runs through the history of British cybernetics and again
presents a stark contrast with that of cybernetics in the United States, where
the only fun one senses in reading the proceedings of the Macy Conferences is
the familiar and rather grim academic pleasure of the cut and thrust of schol-
arly debate. The chairman of the meetings, Warren McCulloch (2004, 356), re-
called: “We were unable to behave in a familiar, friendly or even civil manner.
The first five meetings were intolerable. Some participants left in tears, never
to return. We tried some sessions with and some without recording, but noth-
ing was printable. The smoke, the noise, the smell of battle are not printable.”
Of the many conventional boundaries and dichotomies that British cybernet-
ics undermined, that between work and fun was not the least.

We can turn from the origins of British cybernetics to its propagation.
Walter made no secret of his hobby; quite the reverse: he publicized the
tortoises widely, engaging with at least three rather distinct audiences which
we can discuss in turn. The first audience was the general public. According
to Owen Holland (2003, 2090), “by late 1949, Grey Walter was demonstrating
Elmer and Elsie, the first two tortoises, to the press, with all the showmanship
that some held against him,” and the first major press report appeared in the
Daily Express on 13 December 1949, written by Chapman Pincher. The BBC
TV newsreel mentioned above followed in 1950, and so on. Outside the world
of journalism, Walter himself wrote for a popular readership. The principal
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published technical sources on the tortoises are Walter’s two articles in Sci-
entific American in May 1950 and August 1951 and his 1953 popular book The
Living Brain. These contributed greatly to the public visibility of Walter and
the tortoises, but let me postpone discussion of substantive outcomes of this
publicity for a while.

As an academic myself, I have tended to assume that the proper readership
and home for a field like cybernetics would be a scholarly one. Walter did not
publish any detailed accounts of the tortoises alone in the scholarly literature,
but in the early 1950s they often featured as parts of his emerging account
of the brain as otherwise explored in EEG research. A lecture delivered to a
psychiatric audience published in January 1950, for example, began with a
discussion of the tortoises (not named as such), their complexity of behavior,
and the significance of scanning, before plunging into the details of EEG find-
ings and their interpretation (Walter 1950b, 3-6). But it is also safe to say that
the major impact of cybernetics was not centered on any established field.
Historical overviews of twentieth-century psychiatry, for example (on which
more shortly), make little or no mention of cybernetics (e.g., Valenstein 1986;
Shorter 1997).” And one can see why this should have been. The combina-
tion of brain science and engineering made concrete in the tortoises was a
strange one, both to the sciences of the brain (neurophysiology, EEG research,
psychology, psychiatry) and, from the other direction, to engineering. To do
any of these disciplines on the model of Walter and the tortoises would have
required drastic shifts in practice, which are much harder to make than any
simple shift in the realm of ideas.

This brings us to the third community with which Walter engaged, the
nascent community of cyberneticians in Britain. The 1948 publication of
Wiener’s Cybernetics both put the word itself into circulation in Britain and
helped crystallize the formation of a self-consciously cybernetic community
there. On 27 July 1949 John Bates of the Neurological Research Institute of the
National Hospital in London wrote to Walter as follows:

Dear Grey,

I have been having a lot of “Cybernetic” discussions during the past few
weeks here and in Cambridge during a Symposium on Animal Behaviour
Mechanisms, and it is quite clear that there is a need for the creation of an
environment in which these subjects can be discussed freely. It seems that the
essentials are a closed and limited membership and a post-prandial situation,
in fact a dining-club in which conventional scientific criteria are eschewed. I

know personally about 15 people who had Wiener’s ideas before Wiener’s book
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appeared and who are more or less concerned with them in their present work
and who I think would come. . . .
Besides yourself, Ashby [see the next chapter] and Shipton [Walter’s col-

league and collaborator at the Burden], and Dawson and Morton from here, I

suggest the following:-

Mackay - computing machines, Kings Coll. Strand.
Barlow - sensory physiologist—Adrian’s lab.

Hick - Psychological lab. Camb.

Scholl - Statistical Neurohistologist—U.C. Anat. lab.
Uttley - ex Psychologist, Radar etc. T.R.E.

Gold - ex radar zoologists at Cambridge

Pringle

I could suggest others but this makes 13. I would suggest a few more non
neurophysiologists communications or servo folk of the right sort to complete
the party but those I know well are a little too senior and serious for the sort of
gathering I have in mind.

We might meet say once a quarter and limit the inclusive cost to 5/- less
drinks. Have you any reactions? I have approached all the above list save Uttley

so far, and they support the general idea.

Walter replied the next day to this “exciting letter”—“We also have been hav-
ing some pretty free CYBERNETIC discussions and your notion of a sort of Dining
Club attracts me very much. I agree that it will be nice to keep the gathering
rather small, about the size of a witches coven owing to the shortage of broom-
sticks.” Walter also mentioned that Warren McCulloch was visiting Britain in
September 1949 and suggested that this would provide a good occasion for the
first meeting of the group.”® And thus it came to pass. McCulloch addressed
the first meeting of the Ratio Club on 14 September 1949 on the topic of “Fi-
nality and Form in Nervous Activity” Sixteen member were present, includ-
ing Ashby but not Walter, “owing to the delivery of a male homeostat which I
was anxious to get into commission as soon as possible.” Expenditure on food
was £1-4-0; on beer and wine, £7. Thereafter, the club met at least thirty-four
times up to 1955 (with decreasing frequency after 1952) before being wound
up at a reunion meeting on 27 November 1958.%

There is much that might be said on the Ratio Club, its membership, and
their doings, but this would easily carry us too far afield, and I will confine
myself to a few observations.?® We should note first Ratio’s interdisciplinar-
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ity. Bates described its proposed membership as “half primarily physiologists
though with ‘electrical leanings’ and half communication theory and ex-radar
folk with biological leanings” and, later, to Turing, as “half biologists—(mostly
neurophysiologists) and half engineers and mathematicians,” while remark-
ing to himself that the club was “incomplete—no sociologists, northeners,
professors” (Clark 2002, 78—80).% But beyond that, Ratio was interinstitu-
tional, as one might say. It did not simply elide disciplinary boundaries within
the university; it brought together representatives from different sorts of in-
stitutions: people from the universities, but also medical men and physiolo-
gists based in hospitals and research institutes, including Walter and Ashby,
and workers in government laboratories (Albert Uttley at the Telecommuni-
cations Research Establishment, the TRE).*® The Ratio Club was the center of
gravity for work in cybernetics in Britain from 1949 to the mid-1950s, and it
existed transversely, or orthogonally, to the usual institutions for the produc-
tion of knowledge, cutting across not just academic disciplinary boundaries,
but also across the usual institutional classifications, too. And this transversal-
ity continued to be a conspicuous feature of British and European cybernetics
after the demise of Ratio, when the series of Namur conferences became the
key institutional venue from 1956 onward.*

Two observations follow. First, ontology and sociology were entangled here.
This transverse crystallization had the character of a purification that was at
once social and ontological. From the side of traditional fields of practice, it
would be a mistake to think that an interest in the adaptive brain was actively
excluded. But the formation of first the Ratio Club and then the Namur con-
ference series attests to a perceived marginality of the cyberneticians in their
own fields, and a perceived closeness to workers in other fields with similar
interests. From the other side, the shared interest in the adaptive brain came
to center precisely on transverse institutions like the Ratio Club. Ratio—
rather than their home disciplines and institutions—was where people like
Walter found an active and engaged audience for their cybernetics. And, as
we will see later, much of the propagation of cybernetics up the present has
continued to be located in such strange antidisciplinary and interinstitutional
spaces, even as the range of cybernetics has gone far beyond the brain.

My second observation is this. The Ratio Club and its successor institutions
were undoubtedly successful in maintaining the postwar cybernetic ferment,
but they were conspicuously lacking in the means of social reproduction.
The Ratio Club had no mechanism for training students: a dining club does
not grant PhD’s. Among our cyberneticians, only Stafford Beer in the second
generation seems to have taken this problem seriously, but we can note now
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that this ad hoc organization contributed importantly to the way cybernetics
evolved. Academic disciplines are very good at holding neophytes to specific
disciplinary agendas, and it was both a strength and a weakness of cybernet-
ics that it could not do this—a strength, inasmuch as cybernetics retained an
undisciplined and open-ended vitality, an ability to sprout off in all sorts of
new directions, that the established disciplines often lack; a weakness, as an
inability both to impose standards on research and to establish career paths
for new cyberneticians left enthusiasts to improvise careers much as did the
founders.

These remarks return us to a topic broached above. Popular writing and, in
Walter’s case especially, public performances assumed an importance in the
propagation of cybernetics that one does not find in established fields. In do-
ing the research for this book I have been surprised to discover just how many
first and consequential contacts with cybernetics have been with popular
books, articles and performances. We just saw that Wiener’s Cybernetics was
central to the crystallization of the British cybernetics community, and Beer
fell into cybernetics after reading the same book. Walter’s cybernetics traveled
and mutated along the same lines. In chapter 7 we can discuss the adaptive ar-
chitecture of John Frazer, who tried to build his own robots after seeing a dis-
play of the tortoises as a schoolboy, before falling in with Pask (who declared
himself a cybernetician after meeting Wiener in person as an undergraduate).
Later in this chapter, we can see how William Burroughs laundered elements
of cybernetics into the counterculture after reading The Living Brain. And in
the following section I want to bring the discussion of robotics up to the pres-
ent by focusing on another Living Brain reader, Rodney Brooks.** The general
point to note here, however, is that the propagation of cybernetics was indeed
both unsystematic and undisciplined. Walter’s cybernetics was addressed to
the brain, but Brooks understood it as robotics, Frazer took it into architec-
ture, and Burroughs transplanted it into the domain of altered states and that
classic sixties project, the exploration of consciousness. Hence the protean
quality of cybernetics, with individuals free to adapt it to their own interests
and obsessions, unconstrained by disciplinary policing.*

Rodney Brooks and Robotics

Rodney Brooks is currently director of the MIT Computer Science and Ar-
tificial Intelligence Laboratory, Panasonic Professor of Robotics at MIT, and
past chairman and now chief technical officer of iRobot Corporation.** Brooks

began his career in robotics as a schoolboy in Australia when “I came across
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a Pelican edition of Grey Walter’s book, and tried to build my own version of
Machina Speculatrix, using transistor technology rather than vacuum tubes. . . .
The subtleties of the original electronics were a little beyond me, but I did
manage to get my first robot, Norman, to the point where it could wander
around the floor, respond to light, and bumble its way around obstacles” (Brooks
2002, 27). From Australia he moved to the United States, completed a PhD in
computer science at Stanford University in 1981, and held postdoctoral posi-
tions at Carnegie Mellon University and MIT and a faculty position at Stan-
ford, before rejoining MIT as an assistant professor in 1984. The first machine
that Brooks and a few collaborators then constructed was a robot called Allen,
which made Brooks’s reputation, in certain quarters at least, and began his
rise to his current position as leader of one of the most important computer
science and Al laboratories in the world. And the point to grasp is that Allen
was very much an updated version of the tortoise. Using a ring of twelve sonar
range detectors in place of the tortoise’s photocell and contact switch, and
solid-state logic elements instead of electronic valves, Allen would explore
its environment, pursuing goals (such as finding and trying to get to the most
distant part of the room) and avoiding obstacles along the way. Even Brooks’s
construction strategy, which he called a “subsumption architecture,” getting
different layers of the control system working one after the other, mirrored
Walter’s transit from the tortoise itself to CORA (see below).*

So, if one is looking for a “weighty” answer to the question, what hap-
pened to cybernetics? one answer would be: it is alive and well in Brooks’s
lab at MIT. But then another question arises. How on earth could one make
a reputation in computer science by building an updated tortoise thirty-six
years after Walter? Of course, Brooks displayed his own originality, but some
important history is needed here, which I want just to mention without go-
ing into detail. In the opening chapter I contrasted the performative brain of
cybernetics with the representational one of Al, and I need to say a little about
the development of the latter field.

The canonical history of Al dates its self-conscious inception to the six-
week workshop “Artificial Intelligence” at Dartmouth College organized by
John McCarthy in 1956 (Brooks 2002, 21-31). Many of the principles of the
nascent field were present, and what followed was a rapid purification, as
I called it above, but going in the opposite direction. From World War II to
the mid-1950s speculation about the mind in terms of machine models was
an exceptionally rich, diverse, and fascinating field, in which cybernetics in
many ways took the lead. From the mid-1950s onward a representationalist
strand of Al came to the fore, and it achieved institutional dominance within
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the space of about ten years. In GOFAI—good, old-fashioned AI—the aim was
to mimic mental performances. Alan Newell and Herbert Simon’s Logic Theo-
rist program was an early landmark, and it was a program that mimicked the
proofs to be found in Bertrand Russell and Alfred North Whitehead’s Principia
Mathematica. In robotics this translated into the problematic of generating
computer representations (maps, models) of environments and operating on
them to execute plans, such as moving from A to B while avoiding obstacles.
This style of Al and robotics, then, can stand as a piece of ontological theater
for the other ontology from that of cybernetics, the modern ontology of know-
ability. Al robots sought to know their worlds substantively, and to accomplish
their goals through that knowledge. Al robotics was the other to Walter-style
robotics.

Historically, representational, or symbolic, AI quickly became the domi-
nant paradigm in the universities, largely displacing cybernetics from its al-
ready tenuous foothold, not only from computer science departments and
their ilk, but from social science departments, too, in the so-called cognitive
revolution, in which human mental powers were conceived by analogy to
digital computers as information processors (Gardner 1987). Of course, the
rise of Al and the associated “cognitive sciences” is an immense historical
story in itself, but let me just comment briefly. How did AI come to exert such
a fascination over the academic and popular imagination? Part of the answer
must lie in its very familiar ontology. It is easy to think of the brain and mind
as the organ of knowledge, and Al thus conceived presents a straightforward
problem of mimicking very familiar (especially to academics) mental perfor-
mances. At the same time, Al was uniquely associated with digital computers
and their programming and thus fitted very naturally into the agenda of novel
postwar departments of computer science (unlike the odd machines of Walter
etal.). And third, the military bought it. Almost all the funding for Al research
was provided by the U.S. military, and almost all of that went to research in
symbolic Al (Edwards 1996).%

Cybernetics thus lost much of its social basis in the universities from the
mid-1950s onward; the cyberneticians became even more marginal there than
they had been before—which is another kind of answer to the question, what
happened to cybernetics? But this gets us back to the story of Rodney Brooks.
In robotics, symbolic Al promised much but never quite delivered. Machines
were never quite fast enough to accomplish real-time control.”” In his first
years in the United States, Brooks worked within this tradition, focusing on
computer models of environments, but became increasingly frustrated with
it. In the late 1970s at Stanford, he helped Hans Moravec, a future leader in
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Al-style robotics, on a robot which moved so slowly (due to the time taken
for computation) that, outdoors, the movement of sun and shadows would

confuse its internal repesentations (Brooks 2002, 30):

Despite the serious intent of the project, I could not but help feeling disap-
pointed. Grey Walter had been able to get his tortoises to operate autonomously
for hours on end, moving about and interacting with a dynamically changing
world and with each other. His robots were constructed from parts costing a
few tens of dollars. Here at the center of high technology, a robot relying on
millions of dollars of equipment did not appear to operate nearly as well. Inter-
nally it was doing much more than Grey Walter’s tortoises had ever done—it
was building accurate three-dimensional models of the world and formulating
detailed plans within those models. But to an external observer all that internal

cogitation was hardly worth it.

It was against this background that Brooks’s 1985 robot, Allen, stood out as a
revolutionary alternative. Allen dispensed with the “cognitive box” (Brooks
2002, 36) that was the hallmark and center of attention in contemporary
robotics in favor of the performative and adaptive engagement with the envi-
ronment that was the hallmark of the tortoises.* This, of course, put him on
the wrong side of the law as far as the academic establishment was concerned,
and he has repeatedly told the story of how, during his first scholarly presenta-
tion of his new approach, one senior computer scientist whispered to another,
“Why is this young man throwing away his career?” Three referees unani-
mously recommended rejection of his first paper on this approach—though
it was published anyway (Brooks 1999 [1986]) and went on to become “one of
the most highly cited papers in all of robotics and computer science” (Brooks
2002, 43). In the event, though the “arguments . . . continue to today” (Brooks
2002, 43), Brooks’s approach did succeed in redirecting the work of a sub-
stantial fraction of the robotic community back into Walterian, cybernetic
channels. One token of this success came in 2002, with the organization of a
major international conference, “Biologically-Inspired Robotics,” held at the
Hewlett-Packard Laboratory near Bristol and close to the Burden Institute.
Marking the twenty-fifth anniversary of Walter’s death, the subtitle of the
conference was simply “The Legacy of W. Grey Walter.” Many of the principals
of this “new” field” gave invited addresses, and graduate students presented
an impressive array of talks.*

After a decades-long hiatus, then, at Brooks’s lab at MIT, and many other

academic centers, too, the robotic wing of cybernetics finally gained what
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it conspicuously lacked in its formative years, a solid institutional base not
only for research but also for social reproduction, the training of graduate
students as future researchers with a prospect of recognizable career paths in
the field.* And one concluding remark is worth making for future reference.
In the following chapters we will encounter many imaginative initiatives in
cybernetics which eventually fizzled out, and one inevitably wonders whether
this points to some essential flaw in cybernetics itself. I think we should re-
member that Walter’s robotics once fizzled out, but that in retrospect it is
clear that the fizzling had more to do with the lack of an institutional base and
support than any inherent flaws.*

CORA and Machina docilis

AFTER FOUR YEARS [IN CAMBRIDGE] SPENT LITERALLY IN A CAGE AND CHAINED
BY THE ANKLE—NOT FOR PUNISHMENT BUT FOR ELECTRICAL SCREENING—.

IMAGINE, THEN, HOW REFRESHING AND TANTALIZING WERE THE RESULTS FROM
PAVLOV’S LABORATORY IN LENINGRAD TO THOSE ENGAGED ON THE METICULOUS
DISSECTION OF INVISIBLE NERVE TENDRILS AND THE ANALYSIS OF THE IM-

PULSES WHICH WE INDUCED THEM TO TRANSMIT.

GREY WALTER, THE LIVING BRAIN (1953, 51)

The tortoise served as a model of the adaptive brain, but only a primitive one.
It lived in real time, reacting to environmental cues (lights, contacts) as they
happened to it and never learning anything from its experience. Walter quickly
sought to go beyond this limitation by building in a second layer of adapt-
ability, and he concluded his first publication on the tortoise by mentioning
that the “more complex models that we are now constructing have memory
circuits” (19504, 45). These more complex models entailed two modifica-
tions to the basic tortoise. One was to equip it with more senses—wiring a
microphone into its circuits, for example, to give it a sensitivity to sound as
well as light. The other was the addition of a clever circuit called CORA, for
conditioned reflex analogue (figs. 3.8, 3.9). Wired into the tortoise, CORA
converted Machina speculatrix to Machina docilis, as Walter called it—the eas-
ily taught machine. CORA detected repeated coincident inputs in different
sensory channels and, when a certain threshold of repetition was reached,
opened up a link from one sense to the other—so that the tortoise would
become “conditioned” to react to a sound, say, in the way that it had hitherto
reacted to the contact switch on its body.*
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Figure 3.8. CORA. Source: de Latil 1956, facing p. 51.
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Figure 3.9. CORA: circuit diagram. Source: Walter 1953, 295.

What can we say about CORA? As its name implies, CORA was intended
to emulate classical Pavlovian conditioning in animals. As a student at Cam-
bridge, Walter had worked with a student of Pavlov for more than a year to
set up a conditioning laboratory, “mastering the technique and improving it
by the introduction of certain electronic devices.” When “the great” Pavlov
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himself visited England, Walter, “as the English exponent of his work . . . had
the privilege of discussing it with him on familiar terms. . . . I asked him if
he saw any relation between the two methods of observing cerebral activity,
his and Berger’s [EEG readings]. . . . But Pavlov showed no desire to look be-
hind the scenes. He was not in the least interested in cerebral mechanisms”
(Walter 1953, 51-52).* CORA, in contrast, was explicitly a further scientific
attempt to look behind the scenes, to open up the Black Box of the adaptive
brain by building a model that could mimic its performances, just like the
tortoises before that.

CORA did, indeed, make a connection between the electrical rhythms
of the brain and conditioned learning. The key element in connecting one
sense to another was precisely the build up of an oscillating voltage in CORA,
and Walter laid much store by this, even arguing that CORA displayed the
contingent negative variation in electrical potential which was his most im-
portant contribution to neurophysiology (1966, 13), but I cannot explore this
further here.* Instead, I want to comment on CORA as brain science from
several angles before connecting it to Walter’s psychiatric milieu.

Reversing the earlier order, I begin with a quick comment on the rela-
tion of CORA to the social basis of cybernetics. CORA was a virtuoso piece of
electrical engineering, in both its design and construction. The tortoise was
imitable—by Frazer, Brooks, and many others—but CORA was inimitable.
I know of no attempts to replicate it, never mind take the development of
the tortoise beyond it.** Even Walter discontinued his robotics after CORA.
Machina speculatrix pointed to a difficult but, to some—odd schoolboys like
Frazer and Brooks; contributors to the Namur conferences—manageable syn-
thesis of brain science and engineering. Machina docilis upped the ante too far.
Nothing grew specifically from it in the cybernetic tradition. In the late 1980s
revival of Walter-style robotics, machines that learned were indeed built, but
that learning was based on neural networks, not CORA-style electronics, and
the oscillatory features that intrigued Walter were lost (at least, temporar-
ily). In that sense, CORA remains an unexploited resource in the history of
cybernetics.

CORA also invites us to extend the discussion of cybernetic ontology to en-
compass epistemology. The great novelty of M. docilis was that it acquired a
sort of knowledge about the world: it learned what to associate with what.
How should we think about that? The point I would emphasize is that the
knowledge of M. docilis waxed and waned with its performance, integrating
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over its experience—associations between stimuli would be lost if the robot’s
expectations did not continue to be reinforced—and thus functioned as a
heuristic guide, emerging from and returning to performance, not as any kind
of controlling center. Docilis thus offers us a vision of knowledge as engaged
in, and as part of, performance, rather than as a thing itself or as some sort of
external determinant of action—a vision of knowledge as being in the plane of
practice, as I put it in The Mangle of Practice, not above it. Much as speculatrix
acted out for us a performative ontology, then, docilis also staged a performa-
tive epistemology, as I called it in chapter 2—an appreciation of knowledge
not as a hopefully definitive mapping of the world, but as another component
of performance. This is the vision of knowledge that goes with the cybernetic

ontology, and that we will see elaborated in succeeding chapters.*°

Cybernetics and Madness

PSYCHIATRISTS USED TO BE REPROACHED WITH THEIR LACK OF THERAPEUTIC
ZEAL; IT WAS SAID THEY WERE RESIGNED WHEN THEY SHOULD HAVE BEEN HOPE-
FUL AND ENTERPRISING, AND TORPID WHEN ENERGY WAS CALLED FOR. WHETHER
THE REPROACH WAS DESERVED OR NOT IT SEEMS TO HAVE STUNG THEM INTO
THERAPEUTIC FURY. CONTINUOUS NARCOSIS, INSULIN SHOCK AND CARDIAZOL
FITS HAVE PROVED THAT THE PSYCHIATRIST IS AT LEAST AS DARING AS THE
SURGEON NOWADAYS. THE PAPERS BY xavinowsky IN OUR ISSUE OF DEC. 9, AND
BY rrLEMING, cGonLLA AND warTer IN THIS RECORD ANOTHER BOLD STEP. . . . BUT
WE MUST NOT LET UNCONSCIOUS ASSOCIATIONS WITH WHAT IS DONE PERIODI-
CALLY IN A ROOM AT SING SING PREJUDICE US AGAINST WHAT MAY WELL TURN

OUT TO BE A VALUABLE STEP FORWARD.

EDITORIAL, “MORE SHOCKS,” LANCET, 234, NO. 6070

(30 DECEMBER 1939): 1373

It is tempting to think of the tortoises and CORA as freestanding scientific
and engineering projects, divorced from mundane concerns. Walter may have
mentioned the tortoise’s potential as an autonomous weapons system, but he
did nothing to pursue it. On the other hand, one of the first things he did with
CORA was drive his tortoises mad. This points to connections between his
cybernetics and psychiatry that we can explore.

If the CORA-equipped tortoise could be understood as a model of a normal
brain, Walter was keen to show that it was a model for the pathological brain
too. In his first article on the tortoise, Walter (1950a, 45) noted that, with
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Figure 3.10. “Prefrontal lobotomy, Sir . . .” Source: Beer 1994a, 162. (Courtesy
of Cwarel Isaf Institute and Malik Management Zentrum St. Gallen [www.management

.kybernetik.com, www.malik-mzsg.ch].)

CORA, “the possibility of a conflict neurosis immediately appears,” and in a
follow-up article in August 1951 he observed that (63) “it becomes only too
easy to establish an experimental neurosis. Thus if the arrangement is such
that the sound becomes positively associated both with the attracting light
and with the withdrawal from an obstacle, it is possible for both a light and a
sound to set up a paradoxical withdrawal. The ‘instinctive’ attraction to a light
is abolished and the model can no longer approach its source of nourishment.
This state seems remarkably similar to the neurotic behavior produced in hu-
man beings by exposure to conflicting influences or inconsistent education.”
Or, as he put it more poetically in The Living Brain (1953, 183), “in trying, as it
were, to sort out the implications of its dilemma, the model ends up, ‘sicklied
o'er with the pale cast of thought, by losing all power of action.”*’

The idea that mental problems might be precipitated by conflicting pat-
terns of conditioning was not original to Walter. As he acknowledged, its
history went back to the induction of “experimental neuroses” in dogs by
clashing conditioning regimes, carried out in the laboratory of “the master,”
Pavlov himself, in 1921 (Gray 1979, 119; Pavlov 1927).*® And in March 1950,
for example, two months before Walter’s first tortoise article appeared, Scien-
tific American featured an article entitled “Experimental Neuroses” by Jules
Masserman, a psychiatrist at Northwestern University, which discussed the
induction of pathological symptoms by cross-conditioning in cats. Drawing
upon Auguste Comte’s typology, Masserman argued that the experimentaliza-
tion of neuroses moved psychiatry from the “mystic” and “taxonomic” stages
into the ultimate “dynamic” phase of “science” (Masserman 1950). Walter
could have made the same point about his experiments with CORA. And one
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could say he had gone one step beyond Masserman. Not content with simply
demonstrating that cross-conditioning could produce pathological behavior,
he had, again, produced an electromechanical model which enabled one to
grasp the go of this process at the hardware level.

It is thus revealing to think of cybernetics as a science of psychiatry, not
in the sense that it could be reduced to psychiatry—even with the tortoise it
already overflowed the bounds of the brain—but in the sense that psychiatry
was a surface of emergence (Pickering 2005b) for cybernetics: Walter’s cy-
bernetics (and Ashby’s) grew out of the phenomena and problematics of his
psychiatric milieu. And we can take this line of thought further in a couple
of directions. One is to note that after driving his tortoises mad, Walter cured
them (1953, 184): “When a complex learning model develops an excess of
depression or excitement, there are three ways of promoting Tecovery. Aftera
time the conflicting memories may die away—except in obsessional states. . . .
Switching off all circuits and switching on again clears all lines and provides,
as it were, a new deal for all hands. Very often it has been necessary to discon-
nect a circuit altogether—to simplify the whole arrangement.” And in case his
readers missed the point, Walter went on to analogize these electromechani-
cal procedures to those of psychiatric therapy, adding his cybernetic apologia
for the latter:

Psychiatrists also resort to these stratagems—sleep [leaving the machine alone
for a long time], shock [switching it off and on again] and surgery [discon-
necting electrical circuits within it]. To some people the first seems natural,
the second repulsive, and the third abhorrent. Everyone knows the benison of
sleep, and many have been shocked into sanity or good sense, but the notion
that a mental disorder could be put right by cutting out or isolating a part of the
brain was an innovation which roused as much indignation and dispute as any
development in mental science. There are volumes of expert testimony from
every point of view, but our simple models would indicate that, insofar as the
power to learn implies the danger of breakdown, simplification by direct attack
may well and truly arrest the accumulation of self-sustaining antagonism and

“raze out the written troubles of the brain.”

So cybernetics was a science of psychiatry in a double sense, addressing the
go of both mental disorder and psychiatric therapy and offering a legitimation
of the latter along the way. And since Walter does not use the usual terms for
the therapies he mentions, we should note that we are plunged here into the
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Figure 3.11. ECT brochure, cover page. Source: Science Museum, London, BNI archive.

“great and desperate cures”—insulin shock, chemical shock, electroshock
(electroconvulsive therapy—ECT), and lobotomy—that arose in psychiatry in
the 1930s and had their heyday in the 1940s and early 1950s, the same period
as the first flush of cybernetics.*

And to put some more flesh on this connection, we should note that despite
his evident desire to “do science” as he had in his student days at Cambridge,
Walter continually found himself entangled with the concerns of the clinic.
During his brief stint in London, he wrote in a 1938 report to the Rockefeller
Foundation on his EEG work (1938, 16) that “the volume of clinical work
which I have been asked to undertake has grown to embarrassing propor-
tions. . . . These examinations are, of course, undertaken most willingly . . .
but the clerical and other routine work, to say nothing of the maintenance of
apparatus . . . take up so much time that little is left for breaking new ground.”*°
Walter’s later work on flicker (see below) also had a significant clinical ele-
ment. But more directly to the point here is that the newly established Burden
Neurological Institute took the lead in transplanting the new approaches to
psychiatry to Britain, claiming an impressive list of firsts, including the first
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use of ECT in Britain in 1939 and the first prefrontal leucotomy in 1940 (Coo-
per and Bird 1989). And Walter was very much involved in these achievements.
His technical skill and creativity were such that he had a standing relationship
with the Ediswan Company in the development of commercial apparatus, and
Britain’s first commercial ECT machine was developed by Ediswan and car-
ried on the title page of its brochure the statement that it was built “to the
specification of Mr. Grey Walter” (fig. 3.11).>' Walter was one of the authors of
the first three papers to appear from the Burden on ECT. The earliest of these
appeared in the Lancet in December 1939 (Fleming, Golla, and Walter 1939),
describes ECT as EEG in reverse, and includes EEG readings of two post-ECT
patients.*® During World War II Walter himself performed ECT treatments on
American soldiers suffering from “battle fatigue.”*

Walter’s interest in mental pathologies and therapies was thus by no means
that of a detached observer, and if one wanted to identify the worldly matrix
from which his cybernetics emerged, it would have to be psychiatry; more
specifically the psychiatry of the great and desperate cures; and more specifi-
cally still the world of electroshock, electroconvulsive therapy, ECT.>*

Two remarks to end this section. In chapter 1 I said that it was interesting to
think of cybernetics as one of Deleuze and Guattari’s “nomad sciences” that
destabilize the state, and we can come back to that thought now. Earlier in
the present chapter I described the nomadic wandering of Walter’s cybernet-
ics through inter- and antidisciplinary worlds such as the Ratio Club and the
Namur conferences, and yet when it came to real-world psychiatry Walter’s
work was evidently no threat to the established order. What should we make
of this? The obvious remark is that Walter’s cybernetics was adjusted to his
professional career in a double way: its radical aspects flourished outside
psychiatry’s gates, and within those gates it was domesticated to conform to
the status quo. There is no need to be cynical about this: in the forties and
early fifties it was possible to be optimistic about the great and desperate psy-
chiatric cures (compared with what had gone before), and there is no reason
to doubt that Walter (and Ashby) were genuinely optimistic. Nevertheless, we
can also see how ontology and sociology were correlated here. As will become
clearer in chapter 5 when we discuss Bateson and Laing, it was possible to go
much further than Walter in developing the cybernetic theme of adaptation in
psychiatry, but the price of this was a transformation of the social relations of
doctors and patients that did, in a Deleuzian fashion, threaten the established
order.
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Second, it is interesting to ask where this line of first-generation cybernetic
psychiatry went. The answer is: nowhere. In Britain, Walter and Ashby were
the leading theorists of mental pathology and therapy in the forties and fifties,
with their models offering a new understanding of the brain, madness, and its
treatment, but histories of twentieth-century psychiatry give them hardly a
mention (try Valenstein 1986 and Shorter 1997). And one can think of several
reasons why this should be. The first takes us back to the sheer oddity of cyber-
netics. Walter remained to a significant degree an outsider to psychiatry in his
specifically cybernetic work, and it was also the case that Walter’s cybernet-
ics made little constructive contribution to psychiatric therapy—it offered an
explanation of the mechanisms of ECT and lobotomy without suggesting new
therapeutic approaches. Again, one might imagine that Walter had got as far
as he could with CORA. It is not clear what his next step might have been in
developing this line of research further, or where he could have found support
for what would probably have been a significant engineering effort.

But beyond all that, we need to think about two broader developments
bearing on psychiatry as a clinical field. The first was the introduction in the
1950s of psychoactive drugs that proved effective in controlling the symptoms
of mental disorder, beginning with chlorpromazine (Shorter 1997, chap. 7;
Rose 2003). These drugs had their own unfortunate side effects but did not
entail the violence and irreversibility of lobotomy, which went into rapid de-
cline in the mid-1950s. ECT enjoyed a longer history, up to the present, but its
use also declined in the face of drugs, and the technique lost its cutting-edge,
if I can say that, status as the most advanced form of psychiatric therapy.”
Cybernetics was thus left high and dry in the later 1950s, as a science of clini-
cal practices which were, if not entirely extinct, at least less prevalent than
they had been in the 1940s. It is hardly surprising, then, that Walter found
other lines of research more attractive from the mid-1950s onward. Ashby
continued developing his own cybernetics as a science of psychiatry into the
later 1950s, but, as we shall see, he too abandoned his psychiatrically oriented
research from around 1960.

The other development we need to think about here is a growing critique
in the 1950s of violent psychiatric therapies and even of the use of antipsy-
chotic drugs, a critique which burst into popular consciousness in the 1960s
as what was often called the antipsychiatry movement. This movement was
not, despite the name, pure critique. It entailed a different way of conceptual-
izing and acting upon mental disorders, which was, as it happens, itself cyber-

netic. This gets us back to Bateson and Laing, and on to chapter 5.
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Strange Performances

For the remainder of this chapter I want to come at Walter’s work from a dif-
ferent angle. The tortoises and CORA were Walter’s most distinctive contri-
bution to the early development of cybernetics, but they occupied him only
in the late 1940s and early 1950s, and here we can examine some of his more
enduring concerns with the brain—and how they crossed over into the coun-
terculture of the sixties.

AsImentioned earlier, Walter’s research career was centered on EEG work,
and this, like the tortoises though in a different register, again thematized the
brain as a performative organ. And the point we need to dwell on now is that,
as I remarked in chapter 1, one can be curious about the performative brain in
away that a cognitive conception hardly invites. If one thinks about conscious
mental operations, as in mainstream Al and the cognitive sciences, there is
not much to be curious about. The task for Al is thus to model on a computer
familiar cognitive feats like playing chess, solving equations, or logical deduc-
tion. In contrast, the performative brain is more of a challenge. We have little
conscious access to processes of adaptation, for example. Who knows what
a performative brain can do? This is a sense in which the brain appears as
one of Beer’s exceedingly complex systems, endlessly explorable. Finding out
what the brain can do was a central aspect of Walter’s research throughout his
career, and we can examine some interesting aspects of that here.*®

Walter’s 1953 book The Living Brain is largely devoted to the science of the
normal brain and its pathologies, epilepsy and mental illness. But in differ-
ent passages it also goes beyond the pathological to include a whole range of
what one might call altered states and strange performances: dreams, visions,
synesthesia, hallucination, hypnotic trance, extrasensory perception, the
achievement of nirvana and the weird abilities of Eastern yogis and fakirs—the
“strange feats” of “grotesque cults” (1953, 148) such as suspending breathing
and the heartbeat and tolerating intense pain.”” What should we make of this?

1. It exemplifies the sort of curiosity about the performative brain that I
just mentioned—this is a list of odd things that brains, according to Walter,
can do.*®

2. It conjures up an understanding of the brain as an active participant
in the world. Even in the field of perception and representation, phenom-
ena such as dreams and hallucinations might be taken to indicate that the
brain does not copy the world but assimilates sensory inputs to a rich inner
dynamics. The tortoise did not thematize this aspect of the brain (except, to
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a limited degree, in its scanning mechanism), but it is part of what I tried to
get at in chapter 2 by mentioning the work of Kauffman and Wolfram on the
endogenous dynamics of complex systems, which we will see elaborated in in
the following chapters.*

3. It is clear that Walter spoke with personal authority about some items
on his list of strange performances, while others were abstracted from a more
general awareness of other cultures, especially of the East, with India never
all that far away in the British imagination. What strikes me about all of the
items on the list is that they refer to aspects of the self that are devalued in
modernity. We could think of the paradigmatic modern self in terms of the
self-contained individual, dualistically opposed to other selves and the mate-
rial world, a center of reason, calculation, planning, and agency; and mea-
sured against such a yardstick dreamers and madmen are defective selves. Or,
to put the point more positively, it appears almost inevitable that curiosity
about the performative brain is liable to lead one to a nonmodern conception
of the self, different from and more expansive than the modern. We might see
yogic feats, for instance, as another example of ontological theater—pointing
to an understanding of the brain and self as endlessly explorable, exceedingly
complex systems and, at the same time, pointing to the sort of performances
one might attempt given such a conception of the brain (but that one might
never imagine in relation to the representational brain). We can also note
that a certain nonmodern spirituality begins to surface here in association
with the nonmodern self—a species of earthy spirituality that goes with em-
bodied yogic performances, say, rather than the purified spirituality and the
“crossed-out God” of Christianity that Latour (1993) characterizes as part of
the “modern settlement.” This form of spirituality will also reappear in the
following chapters.®

4. Walter associated particular altered states and strange performances
with specific technologies of the self, as I will call them, following Michel Fou-
cault (1988). We have already encountered several examples of these—the
specific material setups that Walter used to drive his robots mad (contradic-
tory conditioning across different sensory channels), his techniques for re-
storing them to sanity (leaving them alone for extended periods, switching
them on and off, disconnecting circuits), and their presumptive equivalents
in the human world—and we can examine more of them as we go on. But now
I should note that the technologies that will concern us are not substantively
the same ones that interested Foucault. Foucault’s concern was with the his-
tories of specific techniques of self-control, aimed at forming specific variants
of the autonomous freestanding individual, of the modern self as I just de-
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fined it. The technologies that we need to explore, in contrast, undermine the
modern duality of people and things by foregrounding couplings of self and
others—another instance of ontological theater. On Walter’s account, inner
states of the brain and, by extension, the self were not to be ascribed to pure
inner causes, but to intersections with the nonself, to external configurations
like the cross-conditioning setups associated with madness. To emphasize
this, I will refer to such techniques as technologies of the nonmodern self.
From this angle, too, we see how a conception of the performative brain can
lead to a nonmodern decentering of the self—a theme that will come back
repeatedly in the following chapters.®

5. The Living Brain did not simply offer a catalog of altered states and tech-
nologies of the self. In more or less detail, Walter also sought to sketch out
the mechanisms that connected them. His most detailed accounts were of
the go of madness, along the lines sketched out above, and epilepsy (see be-
low). But he also argued that CORA could be taken to illuminate conditioning
mechanisms by which Eastern yogis acquired their odd powers over other-
wise autonomous bodily functions; that nirvana—“the peace that passeth un-

LRt}

derstanding, the derided ‘happiness that lies within’”—could be understood
as “the experience of homeostasis” (1953, 39; more on homeostasis in the next
chapter); and so on. Again, cybernetics as brain science appears here as the
other side of a performative brain that inhabits spaces of ecstasy and madness
as well as the everyday world.

6. If Walter’s list of strange performances and altered states seems odd and
wild, it is because the marginalization of many of its entries has been central
to the constitution of modernity and the conception of the dualist, freestand-
ing modern self. The East, with its yogis and fakirs, is the other to modern
science, the modern self, and the modern West. Dreams and visions are, shall
we say, at the edges of modern consciousness.® This is the nonmodernity of
cybernetics, once more. But. ..

7. There was a time when the list appeared less wild: the sixties. Madness
and ecstasy, the East and Eastern spirituality, strange performances, altered
states, explorations of consciousness—these were some trademark preoccu-
pations and practices of the sixties counterculture. We can examine below
a couple of direct crossovers from Walter and The Living Brain to the sixties,
but to make the connection another way, we could think of the work of a ca-
nonical sixties author, Aldous Huxley. Huxley’s visionary account of his first
experience of mescaline in The Doors of Perception (1954) became required
reading in the sixties, along with its sequel, Heaven and Hell (1956; published
as a single volume in 1963). And what interests me here is that Heaven and
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Hell is isomorphous with The Living Brain in the respects now under discus-
sion. It, too, offers a long catalog of altered states running from madness to
ecstasy and enlightenment, coupled both with an exegesis in terms of Eastern
spirituality (specifically Buddhism) and with scientific explanations of the
origins of such states. This isomorphism between Walter and Huxley points,
I think, to a commonality between cybernetics and the sixties, precisely in
a shared interest in the performative brain, a curiosity about what it can do,
and, in general, a fascination with nonmodern selves.®®* We can return to the
sixties in a moment, but first we need to examine another aspect of Walter’s
technical EEG research.

Flicker

“Flicker” is a long-standing term of art in experimental psychology, referring
to visual effects induced by flickering lights (Geiger 2003, 12-15). A spinning
top with black and white bands induces perceptions of color, for example.
Walter became interested in flicker and incorporated it into his EEG research
in 1945, when he came across a new piece of technology that had become
available during the war, an electronic stroboscope. Staring at the machine
through closed eyelids, he reported, “I remember vividly the peculiar sensa-
tion of light-headedness I felt at flash rates between 6 and 20 [per second]
and I thought at once ‘Is this how one feels in a petit mal attack?—Of course
this could be how one can induce a petit mal attack” (Walter 1966, 8).°* And,
indeed, when he experimented with a strobe on an epileptic patient, “within
a few seconds a typical wave-&-spike discharge developed as predicted.” The
quotation continues: “This was enormously exciting because I think it was the
first time that a little theory [in EEG research] based on empirical observation
had actually been confirmed by experiment. This meant that there might be
some hope of reinstating the EEG as a scientific rather than merely utilitar-
ian pursuit. . . . This was one of the critical turning points in our history.” The
scientific import of flicker in EEG research was thus that it offered a new
purchase on the performative brain, and a new neurophysiological and clini-
cal research program opened up here, pursuing the effects of “photic driving”
at different frequencies with different subjects. Walter and his colleagues at
the Burden, including his wife, Vivian Dovey, experimented on nonepilep-
tic as well as epileptic subjects and found that (Walter 1953, 97) “epileptic
seizures are not the exclusive property of the clinically epileptic brain. . . .
We examined several hundred ‘control’ subjects—schoolchildren, students,
various groups of adults. In three or four percent of these, carefully adjusted
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flicker evoked responses indistinguishable from those previously regarded as
‘diagnostic’ of clinical epilepsy. When these responses appeared, the subjects
would exclaim at the ‘strange feelings, the faintness or swimming in the head;
some became unresponsive or unconscious for a few moments; in some the
limbs jerked in rhythm with the flashes of light.” It turned out the optimal
flicker frequency for the induction of such effects was often hard to find, and
at the Burden Harold “Shippy” Shipton built a feedback apparatus (Walter
1953, 99) “in the form of a trigger circuit, the flash being fired by the brain
rhythms themselves. . . . With this instrument the effects of flicker are even
more drastic than when the stimulus rate is fixed by the operator. The most
significant observation is that in more than 50 per cent of young normal adult
subjects, the first exposure to feedback flicker evokes transient paroxysmal
discharges of the type seen so often in epileptics” (fig. 3.12).

To follow the details of this research would take us too far afield, so let
me make a few comments on it before going back to the sixties.®® First,
Walter’s work here exemplifies my earlier remarks about the possibility of
being curious about the performative brain. If our capacity for cognitive
tasks is immediately before us—1I already know that I can do crosswords and
sudoku puzzles—the epileptic response to flicker was, in contrast, a surprise,
a discovery about what the performative brain can do. Second, this research
points again to the psychiatric matrix in which Walter’s cybernetics devel-
oped. Third, experiments aimed at inducing quasi-epilieptic fits in school-
children should only make us grateful for the controls on human-subjects
experimentation that have since been introduced.®® Fourth, flicker is a nice
exemplification of my notion of a technology of the self, a material technology
for the production of altered states. If you want a paradigmatic example of a
technology of the nonmodern self, think of flicker. Fifth and finally, Shippy’s
feedback circuit deserves some reflection. In the basic flicker setup the brain
was pinned down in a linear relation to the technology. The technology did
something—flickered—and the brain did something in response—exhibited
epileptic symptoms. This counts as a piece of ontological theater inasmuch as
it thematizes the performative brain, the brain that acts rather than thinks.
But it does not thematize the adaptive brain, the key referent of cybernetics
per se: there is no reciprocal back-and-forth between the brain and its envi-
ronment. Feedback flicker, in contrast, staged a vision of the adaptive brain,
albeit in a rather horrifying way. The strobe stimulated the brain, the emer-
gent brainwaves stimulated the feedback circuit, the circuit controlled the
strobe, which stimulated the brain, and so on around the loop. We could say

that the brain explored the performative potential of the material technology
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Figure 3.12. Feedback-controlled flicker. Source: V. J. Walter and W. G. Walter,
“The Central Effects of Rhythmic Sensory Stimulation,” Electroencephalography and
Clinical Neurophysiology, 1 (1949), 57-86, p. 84, fig. 18.

(in an entirely nonvoluntary, nonmodern fashion), while the technology ex-
plored the space of brain performance. I suggested earlier that the tortoise
was unsatisfactory as ontological theater inasmuch as its world was largely
passive and unresponsive, and I therefore want to note that feedback flicker
offers us a more symmetric ontological spectacle, lively on both sides—a
dance of agency between the human and the nonhuman. What acted in these
experiments was genuinely a cyborg, a lively, decentered combination of hu-
man and machine.

We can come back to this below in a discussion of the history of bio-
feedback, and at a more general level in the following chapter on Ashby’s
cybernetics.

Flicker and the Sixties

Walter and his colleagues experimented with strobes not only on laboratory
subjects but also on themselves, and (Walter 1953, 101) “we all noticed a pe-
culiar effect . . . a vivid illusion of moving patterns whenever one closed one’s
eyes and allowed the flicker to shine through the eyelids. The illusion . . . takes
a variety of forms. Usually it is a sort of pulsating check or mosaic, often in
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bright colours. At certain frequencies—around 10 per second—some subjects
see whirling spirals, whirlpools, explosions, Catherine wheels.” Again we can
understand these observations as a discovery about the performative brain,
continuing a longer tradition of research into such effects in experimental
psychology. Walter (1953, 107-13) in fact conjectured that the moving pat-
terns were related to the scanning function of the alpha waves (as material-
ized in the tortoise): since there is no motion in the strobe light, perhaps the
pulsation and whirling in the visual effects comes from the scanning mecha-
nism itself, somehow traveling around the brain. But the language itself is
interesting. This passage continues: “A vivid description is given by Margiad
Evans in ‘A Ray of Darkness’: ‘I lay there holding the green thumbless hand of
the leaf. . . . Lights like comets dangled before me, slow at first and then gain-
ing a fury of speed and change, whirling colour into colour, angle into angle.
They were all pure unearthly colours, mental colours, not deep visual ones.
There was no glow in them but only activity and revolution.’”® What should
we make of a passage like that? The word that came to my mind when I first
read it was “psychedelic.” And I immediately thought of some key texts that
were required reading in the sixties, especially Huxley’s The Doors of Percep-
tion. Then I was fortunate enough to obtain a copy of a wonderful recent book
by John Geiger called Chapel of Extreme Experience (2003).%® Geiger traces out
beautifully how Walter’s work on flicker entered into sixties culture. I have
little substance to add to Geiger’s account, but I want to review his story, since
it adds importantly to our topic.

We need to think of three lines of development. First and most conven-
tionally, Walter’s observations on flicker fed into a distinctive branch of work
in experimental psychology aimed at elucidating its properties, exploring,
for example, the kinds of images and visions that flicker produced, and into
philosophical reflections on the same. Interestingly, these explorations of
flicker were typically entwined with explorations of the effects of psychoac-
tive drugs such as mescaline and LSD. It turned out that the hallucinogenic
effects of these drugs are intensified by flicker and vice versa. These fascinat-
ing branches of psychological and philosophical research on the performative
brain flourished in the 1950s and 1960s but seem since to have been largely
forgotten—no doubt due to the criminalization of the drugs.®® Of more di-
rect interest to the student of popular culture is that Aldous Huxley indeed
appears in this story. His 1956 book Heaven and Hell indeed includes flicker,
experienced on its own or in conjunction with LSD, in its catalog of technolo-

gies of the nonmodern self (A. Huxley 1956, 113-14).
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At the wildest end of the spectrum, in the late 1950s flicker came to the
attention of the group of writers and artists that centered on William Bur-
roughs and Allen Ginsberg, often to be found in Tangiers, where Paul Bowles
was a key figure, or staying at the Beat Hotel, 9 rue Git le Coeur in Paris. As I
mentioned earlier, the Beats’ connection to Walter was textual, chancy, and
undisciplined, going via The Living Brain. Burroughs read it and was fasci-
nated to find that “consciousness expanding experience has been produced
by flicker””® For the Beats also, flicker and drugs ran together. In 1959, when
Ginsberg took acid for the first time at the Mental Research Institute in Palo
Alto, it was in the framework of a typical Grey Walter setup: “Burroughs sug-
gested he did so in concert with a stroboscope. The researchers . . . connected
the flicker machine to an EEG, so that Ginsberg’s own alpha waves would
trigger the flashes” I mentioned earlier the strikingly cyborg aspect of such a
configuration, and interestingly, Ginsberg experienced it as such (quoted by
Geiger 2003, 47): “It was like watching my own inner organism. There was no
distinction between inner and outer. Suddenly I got this uncanny sense that I
was really no different than all of this mechanical machinery all around me. I
began thinking that if T let this go on, something awful would happen. I would
be absorbed into the electrical grid of the entire nation. Then I began feeling a
slight crackling along the hemispheres of my skull. I felt my soul being sucked
out through the light into the wall socket.” Burroughs also gave a copy of The
Living Brain to another of the Beats, the writer and artist Brion Gysin, who
recognized in Walter’s description of flicker a quasi-mystical experience he
had once had on a bus, induced by sunlight flashing through the trees. Gysin
in turn discussed flicker with another member of Burroughs’s circle, lan Som-
merville, a mathematics student at Cambridge, and in early 1960 Sommerville
built the first do-it-yourself flicker machine—a cylinder with slots around its
circumference, standing on a 78 rpm turntable with a 100 watt lightbulb in
the middle (fig. 3.13). It turned out that fancy and expensive stroboscopes
were not necessary to induce the sought-after effects—this cheap and sim-
ple Dream Machine (or Dreamachine), as Gysin called it, was quite enough
(Geiger 2003, 48-49).”

From here one can trace the cultural trajectory of flicker in several direc-
tions. Burroughs both referred to flicker in his writing and built it into his
prose style in his “cut-up” experiments (Geiger 2003, 52—53).”* Gysin and
Sommerville published essays on and construction details for their Dream
Machine in the journal Olympia in February 1962 (Geiger 2003, 62). Timothy
Leary, ex-Harvard psychologist and acid guru, was one of the Beats’ suppliers

of drugs and learned from them of flicker, which he began to discuss, along
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Figure 3.13. Brion Gysin and the Dream Machine. Source: Geiger 2003, 50. (Copyright

© John Geiger from Chapel of Extreme Experience: A Short History of Stroboscopic
Light and the Dream Machine. Reprinted by permission of Counterpoint. Photograph
copyright © 2000 by Harold Chapman.)

with Grey Walter, in his own writings.” Gysin displayed Dream Machines
as art objects in a series of exhibitions and argued that they marked a break
into a new kind of art that should displace all that had gone before: “What is
art? What is color? What is vision? These old questions demand new answers
when, in the light of the Dream Machine, one sees all ancient and modern
abstract art with eyes closed” (Gysin quoted by Geiger 2003, 62).”

Gysin was also taken with the idea of the Dream Machine as a drug-free
point of access to transcendental states, and had plans to develop it as a com-
mercial proposition, something to replace the television in people’s living
rooms, but all his efforts in that direction failed (Geiger 2003, 66 & passim).
And in the end, the flicker technology that entered popular culture was not
the cheap Dream Machine but the hi-tech strobe light.”> As Geiger puts it
(2003, 82-83): “By 1968 . . . stroboscopic lights were flashing everywhere.
They . . . had been taken up by the drug culture. Ken Kesey featured strobe
lights in his ‘Acid Tests’—parties where he served guests LSD-laced Kool-Aid
to the music of the Grateful Dead. . . . Tom Wolfe wrote in The Electric Kool-
Aid Acid Test: “The strobe has certain magical properties in the world of acid
heads. At certain speeds stroboscopic lights are so synched in with the pattern
of brain waves that they can throw epileptics into a seizure. Heads discovered
that strobes could project them into many of the sensations of an LSD experi-

39

ence without taking LSD.” Flicker, then, was an axis along which Walter’s
cybernetics played into the distinctive culture of the high 1960s.”® And Walter

himself was happy to claim a share of the credit. In a 1968 talk he remarked,
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“Ilusory experiences produced by flashing lights . . . nowadays are used as a
standard method of stimulation in some subcultures. I should be paid a royalty
because I was the first to describe these effects” (quoted by Geiger 2003, 83).

This is as far as I can take the story of flicker and the sixties, and the key
points to note are, first, that this cultural crossover from Walter’s cybernet-
ics to the drug culture and the Beats indeed took place and, second, that the
crossover is easy to understand ontologically.”” In different ways, the sixties
and cybernetics shared an interest in the performative brain, with technolo-
gies of the decentered self as a point of exchange. The sixties were the heroic
era of explorations of consciousness, and flicker joined a whole armory of
such sixties technologies: psychedelic drugs, as already mentioned, medita-
tion, sensory deprivation tanks, as pioneered by John Lilly (1972), and even
trepanning.”® In the next section we can take a quick look at yet another such
technology: biofeedback. For now, three remarks are in order.

First, just as I conceive of cybernetics as ontology in action, playing out the
sort of inquiries that one might associate with a performative understanding
of the brain, one can equally see the sixties as a form of ontological theater
staging the same concerns, not in brain science but in unconventional forms
of daily life.

Second, I want to emphasize the sheer oddity of Gysin’s Dream Machines,
their discordant relation to everyday objects and the traditions in which they
are embedded. In the field of art, it is probably sufficient to quote Gysin himself,
who justifiably described the Dream Machine as “the first artwork in history
made to be viewed with closed eyes” (Geiger 2003, 54). As a commercial propo-
sition, the Dream Machine was just as problematic. In December 1964, Gysin
showed a version to representatives from Columbia Records, Pocketbooks, and
Random House, and “all present were soon trying to understand what they had
and how to market it. Was it something that could be sold in book form with
cut-outs, or was it something that could be sold with LPs? Columbia Records’
advertising director Alvin Goldstein suggested the Dream Machine would make
a great lamp. Someone said they could be used in window displays” (Geiger
2003, 69). In its unclassifiability, the Dream machine exemplifies in the realm
of material technology my thesis that ontology makes a difference.

Finally, I should return to the question of the social transmission of cy-
bernetics. Just as we saw earlier in the history of robotics, flicker’s crossover
from cybernetics to the Beats took place via a popular book, The Living Brain,
and thus outside any disciplined form of social transmission. The focus of
Walter’s book is resolutely on the human brain; it is not a book about art or

living-room furniture. But Gysin read “half a sentence,” and “I said, ‘Oh, wow,
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that’s it]’” (quoted in Geiger 2003, 49). Although not evident in the story of
the Walter-Brooks connection in robotics, a corollary of the chancy mode in
which cybernetics was transmitted was, as I said earlier, the opportunity for
wild mutation—the transmutation of brain science into art objects and psy-
chedelic replacements for the TV.

Biofeedback and New Music

THE SOUNDS THAT ARE “ALLOWED TO BE THEMSELVES” IN LUCIER’S WORK HAVE
ALWAYS HAD A MYSTERIOUSLY “EXPRESSIVE” QUALITY. SOMETIMES I THINK IT

IS INARTICULATE NATURE SPEAKING TO US HERE.

JAMES TENNEY, “THE ELOQUENT VOICE OF NATURE” (1995)

“Biofeedback” refers to another set of technologies of the nonmodern self,
techniques for reading out “autonomous” bodily parameters such as brain
rhythms and displaying them to subjects, thus making them potentially
subject to purposeful intervention. Shipton’s flicker-feedback circuit might
be described as such a device, except that there was no choice in the matter:
the circuit locked onto the subject’s brainwaves and fed them back as flicker
whether the subject liked it or not. Walter describes a more voluntary biofeed-
back arrangement in The Living Brain (1953, 240). The onset of sleep and an-
ger is marked by an increase in low-frequency theta rhythms in the brain, and
Walter imagines an EEG setup in which this increase flashes a light or rings
a bell: “Worn by hard-driving motorists, theta warning-sets would probably
save more lives than do motor horns, and they might assist self-knowledge
and self-control.””® In the 1960s, biofeedback came to refer to a species of self-
training, in which subjects learned to control aspects of their EEG spectrum
(without ever being able to articulate how they did it).*

We could follow the history of biofeedback in several directions. Going
back to our earlier clinical concerns, Jim Robbins (2000) offers a popular
account of the history of biofeedback in psychiatry and of present-day uses
in the treatment of a whole range of disorders including epilepsy, learning
disabilities, autism, and PTSD.® He notes, however, that biofeedback was also
taken up by the sixties counterculture in pursuit of alpha-wave-dominated
states that had become identified with transcendental experiences (fig. 3.14).
The first meeting of biofeedback professionals took place at Snowmass, Colo-
rado, in 1968, and the attendees were “a mixture of uptight scientific types . . .

and people barefooted, wearing white robes, with long hair. It attracted the
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Figure 3.14. EEG biofeedback. The photograph ran with an article entitled “What a
Sexy Brainwave” and had a caption reading, “Georgina Boyle calls up those no-worry

waves.” Source: Sunday Mirror (London), 12 December 1971, 22.

heads to a tremendous extent” (Robbins 2000, 65, quoting Joe Kamiya, a pio-
neer in the scientific exploration of biofeedback). David Rorvik (1970) elabo-
rates on this in much the same terms as were applied to flicker: “Now, with
the dawning of the cybernetic seventies, it is not too surprising that LSD and
the other hallucinogens of the sixties are about to be eclipsed, in a sense, by
an electronic successor: BFT. Bio-Feedback Training, or ‘electronic yoga’ as
it has been called, puts you in touch with inner space, just like LSD but, un-
like acid, leaves you in full control of your senses. And, unlike meditation, it
doesn’t take years of sitting on mountaintops to master. . . . There are those
who believe that biofeedback training may not only illuminate the myriad
workings of the mind but may even fling open the doors to entirely new kinds
of experience, extending the inner dimensions of the emergent cybernetic

man” (1970, 175-76).
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Here, though, I want to explore another intersection of cybernetics and
the arts. If flicker was a distinctive and paradoxical contribution to the visual
arts, biofeedback in turn fed into the New Music of the 1960s, usually as-
sociated with names like John Cage and David Tudor.®? The idea was simple
enough. In a basic brainwave biofeedback setup, a light comes on when the
subject’s alpha output, say, exceeds some level, and by focusing on keeping
the light lit, subjects somehow learn to boost their alpha level at will. To go
from this setup to music, all that was required was to substitute sound for the
visual element of the feedback circuit. The difficulty was, in the first instance,
that alpha frequencies are below the range of hearing, and one solution, used
from time to time, was to record brain activity to tape and then play it back in
speeded-up form, thus making it audible. The drawback to such a solution was
that it blocked the possibility of any real-time feedback coupling between per-
former and performance, and the first recognized EEG music event followed
a different route. First performed live in 1965, Alvin Lucier’s Music for Solo
Performer fed the EEG readout directly into loudpeakers whenever the alpha
rhythms were above the threshold, generating an audible output by putting
the speakers next to or in contact with “gongs, timpani, bass drums, anything
that loudspeakers could vibrate sympathetically” (Lucier 1995, 50)—even a
metal dustbin (fig. 3.15).%

Several points are worth noting about this style of alpha music. Most evi-
dently, like feedback-controlled flicker, it brings us face to face with a form
of decentering of the self into a technosocial apparatus. Any given perfor-
mance of Music for Solo Performer was not the work of a solo performer: it
was the work of a human plus EEG electrodes, amplifiers and signal analyz-
ers, switches, loudspeakers, and sound generating devices of all sorts. Sec-
ond, even with extensive biofeedback training, in such a setup the performer
does not exercise absolute control over the performance. From one angle, the
sounds themselves are what enable the performer to tune into the generation
of alpha waves—that is the principle of biofeedback. Nevertheless, “although
theoretically it [the alpha rhythm] is a continual pattern of ten hertz, it never
comes out that way because it stops when your eyelids flutter or you visualise
a little and it tends to drift down a bit if you get bored or sleepy” (Lucier
1995, 58). One has the sense, then, of a reciprocal and open-ended interplay
between the performer and the performance, with each both stimulating and
interfering with the other—a kind of reciprocal steersmanship, in the sense
discussed in chapter 2. We can go into this further in chapter 6, on Brian Eno’s
music, and chapter 7, on Pask’s cybernetic aesthetics, but I want to suggest
here that biofeedback music can stand as another and very nice example of
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Figure 3.15. Music for solo performer. Source: A. Lucier, Reflections: Interviews,
Scores, Writings, edited by G. Gronemeyer and R. Oehlschlégel (K6ln: MusikTexte,
1995), 54.
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ontological theater—of an open-ended and performative interplay between
agents that are not capable of dominating each other. Second, I do not need
to labor the point that here again ontology makes a difference—Music for Solo
Performer is self-evidently different from mainstream notions of music. As
James Tenney (1995, 12) put it, “Before [the first performance of Music for
a Solo Performer] no one would have thought it necessary to define the word
‘music’ in a way which allowed for such a manifestation; afterwards some
definition could not be avoided.” Third, we can note that we are once more
back on the terrain of altered states (and, literally, strange performances!).
Lucier speaks of a “perfectly meditative alpha state” (1995, 56), and, in this
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sense, the decentered quality of the musical performance hung together with
a decentered, nonmodern subject position of the performer. Fourth, I want
to comment on what I think of as the hylozoism of this sort of music, but to
get clear on that it helps to refer to the work of another pioneer in this field,
Richard Teitelbaum.

Teitelbaum was yet another person who had a transformative encoun-
ter with Walter’s writings. In 1966, “by chance, I found a copy of W. Grey
Walter’s pioneering work The Living Brain in Rome. Studying it thoroughly, I
was particularly interested in the sections on flicker and alpha feedback, and
by descriptions of the hallucinatory experiences reported by some subjects”
(Teitelbaum 1974, 55). Having learned of Lucier’s work, Teitelbaum hit upon
the idea of using EEG readouts to control the electronic synthesizers then be-
ing developed in the United States by Robert Moog (on which see Pinch and
Trocco 2002), which led to the first performance of a work called Spacecraft
by the Musica Elettronica Viva Group on a tour of Europe in autumn 1967
(Teitelbaum 1974, 57). On the experience of performing in Spacecraft, Teitel-
baum recalled that (59)

the unusual sensations of body transcendence and ego-loss that occurred in this
music—and in related biofeedback experiences—seemed aptly described . . .
in the Jewish mystical texts of the Kabbalah: in the state of ecstacy a man “sud-
denly sees the shape of his self before him talking to him and he forgets his
self and it is disengaged from him and he sees the shape of his self before him
talking to him and predicting the future” With five musicians simultaneously
engaged in the same activities—electronically mixing, inter-modulating with
each other and issuing from the same loudspeakers—a process of non-ordinary
communication developed, guiding individual into collective consciousness,

merging the many into one.

By the slippery word “hylozoism” I want to refer to a spiritually charged awe
at the performative powers of nature that seems to inhabit this quotation: the
idea evident in Teitelbaum’s and Lucier’s work (and in the New Music of the
sixties more generally) that, so to speak, it’s all there in nature already, that
the classically modern detour through human creativity and design is just
that, a detour that we could dispense with in favor of making nature itself—
here the alpha rhythms of the brain—audible (or visible).** Let me just note
for the moment that this idea goes very well with the cybernetic ontology
of performative interaction. Again we can understand Teitelbaum’s work as

cybernetic ontological theater—an approach to music that at once conjures
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Figure 3.16. Still from a video of John Cage during alpha feedback. Source: Teit-
elbaum 1974, 68.

up the overall ontological vision and exemplifies how that vision might be
distinctively instantiated and developed in real-world practice. The topic of
hylozoism recurs in the following chapters in various guises, at greatest length
in chapter 6, on Stafford Beer. We can pick up the related question of a dis-
tinctively cybernetic stance on design in the next chapter, on Ross Ashby.®

This is the end of our first close encounter with British cybernetics. In terms
of material technologies, I described Walter’s tortoises as specimens of onto-
logical theater, contemplation of which helps one to grasp the performative
and adaptive ontology of cybernetics, and as ontology in action, an instance
of how one might proceed in brain science (and other fields) if one takes that
ontology seriously. The contrast between Walter’s robotics and that associated
with Al illustrates my idea that ontology makes a difference—that very dif-
ferent practices can hang together with different understandings of what the
world is like. From the tortoises we moved on to CORA, which staged for us
a performative epistemology, directly geared into the performative ontology
staged by the naked tortoise, and which also made the connection between
Walter’s cybernetics and the psychiatric milieu from which it emerged.
Finally, the discussion of flicker and biofeedback touched on other lines of

inquiry into the performative brain and crossovers between cybernetics and
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the psychedelic sixties, with the sixties, too, graspable as ontological theater
and ontology in action.

At the same time, the history of Walter’s cybernetics begins an exemplifi-
cation of what I called the protean quality of cybernetics, with the tortoises
spanning the worlds of brain science, psychiatry, robotics, and entertain-
ment—and we can now add to this list the Dream Machine and biofeedback
setups as pivots to the wider culture and the arts. This multiplicity can be
associated with the lack of any stable institutional basis for cybernetics, with
first the Ratio Club and then the Namur conferences as key nexuses in Brit-
ain and Europe; and with the disorganized, undisciplined mode of cybernetic
transmission and the possibilities for mutation that went with that.

Next we come to Walter’s contemporary in the first generation of British
cyberneticians, Ross Ashby. As we shall see, Ashby’s cybernetics grew around
a notion of adaptation that was different from and richer than Walter’s, and
it was, in fact, Ashby’s vision of adaptation (shared by Gregory Bateson) that
informed the work of the second generation, Stafford Beer and Gordon Pask.






ROSS ASHBY

PSYCHIATRY, SYNTHETIC BRAINS,
AND CYBERNETICS

HAVING DECIDED (HEAVEN FORGIVE ME, BUT IT IS MY CONVICTION) TO FOL-
LOW IN DARWIN’S FOOTSTEPS, I BOUGHT HIS AUTOBIOGRAPHY TO GET SOME

HINTS ON HOW TO DO IT.

ROSS ASHBY, JOURNAL ENTRY, 29 JUNE 1945 (ASHBY 1951-57, P. 1956)

William Ross Ashby (fig. 4.1), always known as Ross, was born in London on
6 September 1903." After failing the entrance exam for the City of London
School, he finished his schooling at the Edinburgh Academy between 1917
and 1921 and then graduated from Sidney Sussex College, Cambridge, with
a BA in zoology in 1924. He was an unhappy child, incapable of living up to
the expectations of a demanding father, and this unhappiness remained with
him for many years.? Ashby’s father wanted him to pursue a career in either
medicine or the law and, opting for the former, on leaving Cambridge Ashby
trained at St. Bartholomew’s Hospital, receiving the M.B. and B.Ch. degrees
in 1928 (qualifying him to practice as a doctor) and the M.D. degree in 1935,
both from Cambridge. In 1931 he was awarded a diploma in psychological
medicine by the Royal College of Physicians and Surgeons. From 1930 to
1936 he was employed by London County Council as a clinical psychiatrist
at Leavesden Mental Hospital in Hertfordshire. In 1931 Ashby married Elsie
Maud Thorne—known to her intimates as Rosebud; Mrs. Ashby to others;
born in 1908; employed at that point in the Millinery Department at Liberty’s
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Figure 4.1. W. Ross Ashby. (By
permission of Jill Ashby, Sally
Bannister, and Ruth Pettit.)

on Regent Street—and between 1932 and 1935 they had three daughters, Jill,
Sally, and Ruth.

From 1936 to 1947 Ashby was a research pathologist at St. Andrew’s mental
hospital in Northampton, an appointment he continued to hold while serv-
ing from 1945 until 1947 as a specialist pathologist in the Royal Army Medi-
cal Corps with the rank of lieutenant and later major. From June 1945 until
May 1946 he was posted to India, in Poona and Bangalore. Returning to En-
gland, he became director of research at another mental institution, Barnwood
House in Gloucester, in 1947 and remained there until 1959, when he was ap-
pointed director of the Burden Neurological Institute in Bristol, succeeding
Frederick Golla and becoming Grey Walter’s boss. In January 1961, after just
ayear at the Burden, Ashby moved to the United States to join the University
of Illinois (Urbana-Champaign) as a professor in the Department of Electrical
Engineering, primarily associated with Heinz von Foerster’s Biological Com-
puter Laboratory (BCL) but with a joint appointment in biophysics. He re-
mained at the BCL until his retirement as an emeritus professor in 1970, when
he returned to Britain as an honorary professorial fellow at the University of
Wales, Cardiff. He died of a brain tumor shortly afterward, on 15 November
1972, after five months’ illness.
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Ashby’s first recognizably cybernetic publication, avant la lettre, appeared
in 1940. In the mid-1940s he began to make contact with other protocyber-
neticians, and in 1948 at Barnwood House he built the cybernetic machine
for which he is best remembered, the homeostat, described by Norbert
Wiener (1967 [1950], 54) as “one of the great philosophical contributions of the
present day.” The concept of adaptation staged by the homeostat, different
from Walter’s, will echo through the following chapters. Over the course of
his career, Ashby published more than 150 technical papers as well as two
enormously influential books: Design for a Brain in 1952 and An Introduction to
Cybernetics in 1956, both translated into many languages. From the homeostat
onward, Ashby was one of the leaders of the international cybernetics com-
munity—a founding member of the Ratio Club in Britain, an invitee to the
1952 Macy cybernetics conference in the United States, and, reflecting his
stature in the wider world of scholarship, an invited fellow at the newly es-
tablished Center for Advanced Study in the Behavioral Sciences in Palo Alto,
California, in 1955-56. After moving to Illinois, he was awarded a Guggen-
heim Fellowship in 196465, which he spent back in England as a visiting
research fellow at Bristol University.?

Ashby’s contributions to cybernetics were many and various, and I am not
going to attempt to cover them all here. Speaking very crudely, one can distin-
guish three series of publications in Ashby’s oeuvre: (1) publications relating
to the brain that one can describe as distinctly cybernetic, running up to and
beyond Design for a Brain; (2) distinctly medical publications in the same pe-
riod having to do with mental pathology; and (3) more general publications on
complex systems having no especial reference to the brain, running roughly
from the publication of An Introduction to Cybernetics and characterizing
Ashby’s later work at Illinois. My principle of selection is to focus mostly on
the first and second series and their intertwining, because I want to explore
how Ashby’s cybernetics, like Walter’s, developed as brain science in a psychi-
atric milieu. I will explore the third series only as it relates to the “instability
of the referent” of the first series: although Ashby’s earlier work always aimed
to elucidate the functioning of the brain, normal and pathological, he devel-
oped, almost despite himself, a very general theory of machines. My object
here is thus to explore the way that Ashby’s cybernetics erupted along this
line into a whole variety of fields, but I am not going to follow in any detail his
later articulation of cybernetics as a general science of complex systems. This
later work is certainly interesting as theory, but, as I have said before, I am
most interested in what cybernetics looked like when put into practice in real-

world projects, and here the natural trajectory runs from Ashby’s cybernetic
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brain not into his own work on systems but into Stafford Beer’s management
cybernetics—the topic of the next chapter.

The skeleton of what follows is this. I begin with a brief discussion of
Ashby’s distinctly clinical research. Then I embark on a discussion of the de-
velopment of his cybernetics, running through the homeostat and Design for
a Brain up to the homeostat’s failed successor, DAMS. Then I seek to reunite
these two threads in an exploration of the relation between Ashby’s cybernet-
ics and his clinical work up the late 1950s. After that, we can pick up the third
thread just mentioned, and look at the extensions of Ashby’s research beyond
the brain. Finally, I discuss echoes of Ashby’s work up to the present, in fields
as diverse as architecture, theoretical biology and cellular automata studies.
Throughout, I draw heavily upon Ashby’s handwritten private journal that
he kept throughout his adult life and various notebooks, now available at the
British Library in London.*

The Pathological Brain

When one reads Ashby’s canonical works in cybernetics it is easy to imagine
that they have little to do with his professional life in medicine and psychiatry.
It is certainly the case that in following the trajectory of his distinctive contri-
butions to cybernetics, psychiatry recedes into the shadows. Nevertheless, as
I will try to show later, these two strands of Ashby’s research were intimately
connected, and, indeed, the concern with insanity came first. To emphasize
this, [ begin with some remarks on his medical career.

Overall, it is important to remember that Ashby spent his entire work-
ing life in Britain in mental institutions; it would be surprising if that milieu
had nothing to do with his cybernetic vision of the brain. More specifically,
it is clear that Ashby, like Walter, belonged to a very materialist school of
psychiatry led in Britain by Frederick Golla. Though I have been unable to
determine when Ashby first met Golla and Walter, all three men moved in
the same psychiatric circles in London in the mid-1930s, and it is probably
best to think of them as a group.® It is clear, in any event, that from an early
date Ashby shared with the others a conviction that all mental phenomena
have a physical basis in the brain and a concomitant concern to understand
the go of the brain, just how the brain turned specific inputs into specific
outputs. And this concern is manifest in Ashby’s earliest publications. At the
start of his career, in London between 1930 and 1936, he published seventeen
research papers in medical journals, seeking in different ways to explore con-
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nections between mental problems and physical characteristics of the brain,
often based on postmortem dissections. Such writings include his very first
publication, “The Physiological Basis of the Neuroses,” and a three-part series,
“The Brain of the Mental Defective,” as well as his 1935 Cambridge MA thesis,
“The Thickness of the Cerebral Cortex and Its Layers in the Mental Defective”
(Ashby 1933, 1935; Ashby and Stewart 1934-35).

Such research was by no means untypical of this period, but it appears
to have led nowhere. No systematic physiological differences betwen normal
and pathological brains were convincingly identified, and Ashby did not pub-
lish in this area after 1937.° After his move to St. Andrew’s Hospital in 1936,
Ashby’s research into insanity moved in several directions.” The January 1937
annual report from the hospital mentions a survey of “the incidence of vari-
ous mental and neurological abnormalities in the general population, so that
this incidence could be compared with the incidence in the relatives of those
suffering from mental or neurological disorders. . . . Dr. Ashby’s work strongly
suggests that heredity cannot be so important a factor as has sometimes been
maintained” (Ashby 1937a). The report also mentions that Ashby and R. M.
Stewart had studied the brain of one of Stewart’s patients who had suffered
from a rare form of brain disease (Ashby, Stewart, and Watkin 1937), and that
Ashby had begun looking into tissue culture methods for the investigation
of brain chemistry (Ashby 1937b). Ashby’s pathological work continued to
feature in the January 1938 report, as well as the fact that “Dr. Ashby has also
commenced a study on the theory of organisation as applied to the nervous
system. It appears to be likely to yield interesting information about the fun-
damental processes of the brain, and to give more information about the ways
in which these processes may become deranged”—this was the beginning of
Ashby’s cybernetics, the topic of the next section.

According to the St. Andrew’s report from January 1941, “Various lines of
research have been undertaken in connection with Hypoglycaemic Therapy.
Drs. Ashby and Gibson have studied the effects of Insulin as a conditioned
stimulus. Their results have been completed and form the basis of a paper
awaiting publication. They are actively engaged also in studying various met-
abolic responses before and after treatment by Insulin and Cardiazol. The
complications arising from treatment by these methods are being fully inves-
tigated and their subsequent effects, if any, carefully observed. It is hoped to
publish our observations at an early date.” Here we are back in the realm of the
great and desperate psychiatric cures discussed in the previous chapter. Insu-
lin and cardiazol were used to induce supposedly therapeutic convulsions in
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Figure 4.2. “The most important variables affected by E.C.T.” Reproduced with
permission from W. R. Ashby, “The Mode of Action of Electro-convulsive Therapy,”
Journal of Mental Science, 99 (1953), 203, fig. 1. (e 1953 The Royal College of

Psychiatrists.)

mental patients, and we can note that in this work Ashby had moved from his
earlier interest in the pathological brain per se to the biological mechanisms
of psychiatric treatment.

This shift in focus intensified after Ashby’s move to Barnwood House in
1947. Not far from the Burden Neurological Institute, Barnwood House was
at the epicenter of radical psychiatric cures in Britain. Its director, G. W. T. H.
Fleming, was the first author listed, with Golla and Walter, on the first pub-
lished report on the use of electroconvulsive therapy in Britain (Fleming,
Golla, and Walter 1939, discussed in the previous chapter). Ashby had no
doubts about the efficacy of ECT: “Electroshock therapy . . . has long passed
its period of probation and is now universally accepted as active and effective.”
“Yet,” he wrote, “its mode of action is still unknown.” From its introduction
there had been speculation that ECT achieved its ends not directly, via the
shock itself, but by inducing some therapeutic change in the chemistry of the
brain, and this was what Ashby sought to elucidate at Barnwood House, most
notably in a long essay on his empirical research published in 1949, which
won a prize—the £100 Burlingame Prize awarded by the Royal Medico-
Psychological Association. There, Ashby reported on his own observations
on fourteen mental patients who had been subjected to ECT and concluded,
“The usual effect of convulsive therapy is to cause a brisk outpouring of ad-
renal chemical steroids during the first few days of the treatment. . . . There
is evidence that [this] outpouring . . . is associated with a greater tendency to
clinical recovery” (Ashby 1949a, 275, 321). Again, we see the characteristic
concern to illuminate the material “go of it"—now to spell out the beginning
of a chain of effects leading from the administration of electroshock to modi-
fied mental performances. And Ashby followed this up in, for example, a 1953
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paper entitled “The Mode of Action of Electro-convulsive Therapy,” in which
he reported his own research on rats subjected to ECT, using an assay of his own
devising to explore ECT’s effects on the “adenohypophyseal-adrenocortical
system” (Ashby 1953a; see also Ashby 1949b for earlier rat experiments on
this topic).

Itis clear, then, that Ashby was actively involved in a certain kind of clinical
psychiatric research well into his fifties, trying to understand the material pe-
culiarities of pathological brains and how therapeutic interventions worked.
This was his professional life until he left Britain in 1961, and I will come back
to it. Now, however, we can move to a more rarefied plane and explore the
development of Ashby’s distinctive cybernetic understanding of the brain.

Ashby’s Hobby

Shortly after Ashby’s death, his wife wrote to Mai von Foerster, Heinz’s wife
and a family friend at the University of Illinois:

I came across a very private notebook the other day written in 1951. In it Ross
wrote: After I qualified, work on the brain, of the type recorded in my note-
books, was to me merely a delightful amusement, a hobby I could retreat to, a
world where I could weave complex and delightful patterns of pure thought,
untroubled by social, financial or other distractions. So the work which I had
treated for years only as a hobby began to arouse interest. I was asked to broad-
cast about it in March, 1949. My fear is now that I may become conspicuous,
for a book of mine is in the press. For this sort of success I have no liking. My

ambitions are vague—someday to produce something faultless.®

The notebook in question is “Passing through Nature,” Ashby’s biographical
notebook, written between 1951 and 1957 (see note 4).° The broadcast Ashby
referred to was a thirty-minute program on BBC radio, “Imitating the Brain,”
transmitted on 8 March 1949, for which he was paid twenty-six pounds and
five shillings (i.e., twenty-five guineas) plus fifteen shillings and threepence
rail fare; the book is Design for a Brain, which appeared in 1952."° My aim now
is to trace out the evolution of the strand of Ashby’s early work that led up to
and included Design. I am interested in its substance and how it emerged from
the hobbyist shadows to establish Ashby’s reputation as one of the world’s
leading cyberneticians. In a biographical note from 1962 Ashby wrote that
“since 1928 Ashby has given most of his attention to the problem: How can
the brain be at once mechanistic and adaptive? He obtained the solution in
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1941, but it was not until 1948 that the Homeostat was built to embody the
special process. . . . Since then he has worked to make the theory of brainlike
mechanisms clearer” (Ashby 1962, 452). I will not try to trace out the evolu-
tion of his thinking from 1928 onward; instead, I want to pick up the historical
story with Ashby’s first protocybernetic publication. As I said, Ashby’s clinical
concerns are very much marginalized in his key cybernetic works, which fo-
cus on the normal rather than the pathological brain, but we can explore the
interconnections later.

Ashby’s first step in translating his hobbyist concerns into public discourse
was a 1940 essay entitled “Adaptiveness and Equilibrium” published in the
Journal of Mental Science. In a journal normally devoted to reports of mental
illness and therapies, this paper introduced in very general terms a dynamic
notion of equilibrium drawn from physics and engineering. A cube lying on
one of its faces, to mention Ashby’s simplest example, is in a state of dynamic
equilibrium inasmuch as if one tilts it, it will fall back to its initial position.
Likewise, Ashby noted, if the temperature of a chicken incubator is perturbed,
its thermostat will tend to return it to its desired value. In both cases, any
disturbance from the equilibrium position calls forth opposing forces that re-
store the system to its initial state. One can thus say that these systems are
able to adapt to fluctuations in their environment, in the sense of being able
to cope with them, whatever they turn out to be. Much elaborated, this notion
of adaptation ran through all of Ashby’s later work on cybernetics as brain sci-
ence, and we can note here that it is a different notion from the one I associ-
ated with Walter and the tortoise in the previous chapter. There “adaptation”
referred to a sensitive spatial engagement with the environment, while for
Ashby the defining feature of adaptation was finding and maintaining a rela-
tion of dynamic equilibrium with the world. This divergence lay at the heart
of their different contributions to cybernetics.

Why should the readers of the Journal of Mental Science be interested in all
this? Ashby’s idea unfolded in two steps. One was to explain that dynamic equi-
librium was a key feature of life. A tendency for certain “essential variables” to
remain close to some constant equilibrium value in the face of environmental
fluctuations was recognized to be a feature of many organisms; Ashby referred
to the pH and sugar levels of the blood and the diameter of the pupil of the
eye as familiar examples. Tilted cubes and thermostats could thus be seen as
formal models for real organic adaptive processes—the mechanisms of ho-
meostasis, as it was called, though Ashby did not use that word at this point.
And Ashby’s second step was to assert that “in psychiatry its importance [i.e.,
the importance of adaptiveness] is central, for it is precisely the loss of this
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‘adaptiveness’ which is the reason for certification [i.e., forcible confinement
to a mental institution]” (478). Here he tied his essay into a venerable tradi-
tion in psychiatry going back at least to the early twentieth century, namely,
that madness and mental illness pointed to a failure to adapt—an inappropri-
ate mental fixity in the face of the flux of events (Pressman 1998, chap. 2). As
we saw, Walter’s M. docilis likewise lost its adaptivity when driven mad.

Ashby’s first cybernetic paper, then, discussed some very simple instances
of dynamic equilibrium and portrayed them as models of the brain. One is
reminded here of Wiener’s cybernetics, in which feedback systems stood in
as model of the brain, and indeed the thermostat as discussed by Ashby was
none other than such a system. And two points are worth noting here. First,
a historical point: Ashby’s essay appeared in print three years before Arturo
Rosenblueth, Wiener, and Julian Bigelow’s classic article connecting servo-
mechanisms and the brain, usually regarded as the founding text of cybernet-
ics. And second, while Rosenblueth, Wiener, and Bigelow (1943) thought of
servomechanisms as models for purposive action in animals and machines,
Ashby’s examples of homeostatic mechanisms operated below the level of
conscious purpose. The brain adumbrated in Ashby’s paper was thus unequiv-
ocally a performative and precognitive one.

I quoted Ashby as saying that he solved the problem of how the brain can be at
once mechanistic and adaptive in 1941, and his major achievement of that year
is indeed recorded in a notebook entitled “The Origin of Adaptation,” dated
19 November 1941, though his first publication on this work came in an essay
submitted in 1943 and only published in 1945, delayed, no doubt, by the exigen-
cies of war (Ashby 1945a). The problematic of both the notebook and the 1945
publication is this: Some of our biological homeostatic mechanisms might be
given genetically, but others are clearly acquired in interaction with the world.
One of Ashby’s favorite adages was, The burned kitten fears the fire. The kit-
ten learns to maintain a certain distance from the fire—close enough to keep
warm, but far away enough not get to burned again, depending, of course, on
how hot the fire is. And the question Ashby now addressed himself to was how
such learning could be understood mechanistically—what could be the go of
it? As we have seen, Walter later addressed himself to the question of learning
with his conditioned reflex analogue, CORA. But Ashby found a different solu-
tion, which was his first great contribution to brain science and cybernetics.
The 1945 essay was entitled “The Physical Origin of Adaptation by Trial
and Error,” and its centerpiece was a strange imaginary machine: “a frame
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with a number of heavy beads on it, the beads being joined together by elastic
strands to form an irregular network.” We are invited to think of the positions
and velocities of the beads as the variables which characterize the evolution of
this system in time, and we are invited also to pay attention to “the constants
of the network: the masses of the beads, the lengths of the strands, their ar-
rangement, etc. . . . These constants are the ‘organization’ [of the machine] by
definition. Any change of them would mean, really, a different network, and
a change of organization.” And it is important to note that in Ashby’s concep-
tion the “constants” can change; the elastic breaks if stretched too far (Ashby
1945a, 15-16)."

The essay then focuses on the properties of this machine. Suppose we start
it by grabbing one of the beads, pulling it against the elastic, and letting go;
what will happen? There are two possibilities. One is that the whole system
of beads and elastic will twang around happily, eventually coming to a stop.
In that case we can say that the system is in a state of dynamic equilibrium, as
defined in the 1940 essay, at least in relation to the initial pull. The system is
already adapted, as one might say, to that kind of pull; it can cope with it.

But now comes the clever move, which required Ashby’s odd conception
of this machine in the first place. After we let go of the bead and everything
starts to twang around, one of the strands of elastic might get stretched too
far and break. On the above definition, the machine would thus change to
a different state of organization, in which it might again be either stable or
unstable. In the latter case, more strands would break, and more changes of
organization would take place. And, Ashby observed, this process can con-
tinue indefinitely (given enough beads and elastic) until the machine reaches
a condition of stable equilibrium, when the process will stop. None of the
individual breaks are “adaptive” in the sense of necessarily leading to equilib-
rium; they might just as well lead to new unstable organizations. In this sense,
they are random—a kind of nonvolitional trial-and-error process on the part of
the machine. Nevertheless, the machine is ultrastable—a technical term that
Ashby subsequently introduced—inasmuch as it tends inexorably to stable
equilibrium and a state of adaptedness to the kinds of pull that initially set it
in motion. “The machine finds this organization automatically if it is allowed
to break freely” (1945a, 18).

Here, then, Ashby had gone beyond his earlier conception of a servo-
mechanism as a model for an adaptive system. He had found the solution to
the question of how a machine might become a servo relative to a particular
stimulus, how it could learn to cope with its environment, just as the burned
kitten learns to avoid the fire. He had thus arrived at a far more sophisti-
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cated model for the adaptive and performative brain than anyone else at
that time.

The Homeostat

The bead-and-elastic machine just discussed was imaginary, but on 19 No-
vember 1946 Ashby began a long journal entry with the words “I have been
trying to develope [sic] further principles for my machine to illustrate stabil-
ity, & to develope ultrastability.” There followed eight pages of notes, logic
diagrams and circuit diagrams for the machine that he subsequently called the
homeostat and that made him famous. The next entry was dated 25 November
1946 and began: “Started my first experiment! How I hate them! Started by
making a Unit of a very unsatisfactory type, merely to make a start”** He then
proceeded to work his way through a series of possible designs, and the first
working homeostat was publicly demonstrated at Barnwood House in May
1947; a further variant was demonstrated at a meeting of the Electroencepha-
lographic Society at the Burden Neurological Institute in May 1948."* This
machine became the centerpiece of Ashby’s cybernetics for the next few years.
His first published account of the homeostat appeared in the December 1948
issue of the journal Electronic Engineering under the memorable title “Design
for a Brain,” and the same machine went on to feature in the book of the same
name in 1952. I therefore want to spend some time discussing it.

The homeostat was a somewhat baroque electromechanical device, but I
will try to bring out its key features. Figure 4.4a in fact shows four identical
homeostat units which are all electrically connected to one another. The in-
terconnections cannot be seen in the photograph, but they are indicated in
the circuit diagram of a single unit, figure 4.4c, where it is shown that each
unit was a device that converted electrical inputs (from other units, on the left
of the diagram, plus itself, at the bottom) into electrical outputs (on the right).
Ashby understood these currents as the homeostat’s essential variables, elec-
trical analogues of blood temperature or acidity or whatever, which it sought
to keep within bounds—hence its name—in a way that I can now describe.

The inputs to each unit were fed into a set of coils (A, B, C, D), produc-
ing a magnetic field which caused a bar magnet (M) to pivot about a vertical
axis. Figure 4.4b is a detail of the top of a homeostat, and shows the coils as
a flattened oval within a Perspex housing, with the right-hand end of the bar
magnet just protruding from them into the light. Attached to the magnet and
rotating with it was a metal vane—the uppermost element in figures 4.4b
and 4.4c—which was bent at the tip so as to dip into a trough of water—the
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Figure 4.3. Page from Ashby’s journal, including his first sketch of the homeo-

stat wiring diagram. Source: Journal entry dated 28 December 1946 (p. 2094). (By
permission of Jill Ashby, Sally Bannister, and Ruth Pettit.)

curved Perspex dish at the front of figure 4.4b, the arc at the top of figure 4.4c.
As indicated in figure 4.4c, an electrical potential was maintained across this
trough, so that the tip of the vane picked up a voltage dependent on its posi-
tion, and this voltage then controlled the potential of the grid of a triode valve
(unlabeled: the collection of elements enclosed in a circle just below and to
the right of M in figure 4.4c; the grid is the vertical dashed line through the
circle), which, in turn, controlled the output currents.

Thus the input-output relations of the homeostat except for one further
layer of complication. As shown in figure 4.4c, each unit could operate in one
of two modes, according to the setting of the switches marked S, the lower

row of switches on the front of the homeostat’s body in figure 4.4a. For one
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Figure 4.4. The homeostat: a, four interconnected homeostats; b, detail of the
top of a homeostat unit, showing the rotating needle; ¢, circuit diagram. Source:
W. R. Ashby, “Design for a Brain,” Electronic Engineering, 20 (December 1948), 380,
figs. 1, 2. (With kind permission from Springer Science and Business Media.)

setting, the input current traveled to the magnet coil through a commuta-
tor, X, which reversed the polarity of the input according to its setting, and
through a potentiometer, P, which scaled the current according to its setting.
The settings for P and X were fixed by hand, using the upper and middle set
of knobs on the front of the homeostat in figure 4.4a. More interesting, the
switch S could also be set to route the input current through a “uniselector”
or “stepping switch”—U in figure 4.4c. Each of these uniselectors had twenty-
five positions, and each position inserted a specific resistor into the input
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circuit, with the different values of the twenty-five resistances being “deliber-
ately randomised, the actual numerical values being taken from a published
table of random numbers” (Ashby 1948, 381). Unlike the potentiometers and
commutators, these uniselectors were not set by hand. They were controlled
instead by the internal behavior of the homeostat. When the output current
of the unit rose beyond some preset limit, relay F in figure 4.4c would close,
driving the uniselector (via the coil marked G) to its next setting, thus replac-
ing the resistor in the input circuit by another randomly related to it.

So what? The first point to bear in mind is that any single homeostat unit
was quite inert: it did nothing by itself. On the other hand, when two or more
units were interconnected, dynamic feedback interrelations were set up be-
tween them, as the outputs of each unit fed as input to the others and thence
returned, transformed, as input to the first, on and on, endlessly around the
loop. And to get to grips with the behavior of the whole ensemble it helps to
specialize the discussion a bit. Consider a four-homeostat setup as shown in
figure 4.4a, and suppose that for one of the units—call it homeostat 1—the
switch S brings a uniselector into the input circuit, while for the three remain-
ing homeostats the switches S are set to route the input currents through the
manually set potentiometers and commutators. These latter three, then, have
fixed properties, while the properties of homeostat 1 vary with its uniselector
setting.

When this combination is switched on, homeostat 1 can find itself in one
of two conditions. It might be, as Ashby would say, in a condition of stable
equilibrium, meaning that the vane on top of the unit would come to rest
in the middle of its range, corresponding by design to zero electrical output
from the unit, and return there whenever any of the vanes on any of the units
was given a small push. Or the unit might be unstable, meaning that its vane
would be driven toward the limits of its range. In that event, the key bit of
the homeostat’s circuitry would come into play. As the electrical output of the
unit increased above some preset value, the relay would close and drive the
uniselector to its next position. This, in effect, would change the electrical
properties of homeostat 1, and then we can see how it goes. The unit might
again find itself in one of two conditions, either stable or unstable. If the lat-
ter, the relay would again drive the uniselector to its next position, inserting
a new resistance in the circuit, and so on and so on, until homeostat 1 found
a condition of stable equilibrium in which its vane gravitated to the center of
its range.

This is the key point about the homeostat: it was a real ultrastable machine
of the kind that Ashby had only imagined back in 1941. The uniselectors took
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the place of the bands that broke in the fantasy machine of his 1945 publica-
tion (with the added advantage that the uniselectors were always capable of
moving to another position, unlike elastic bands, which never recover from
breaking). Started off in any configuration, the homeostat would randomly
reorganize itself to find a condition of dynamic equilibrium with its environ-
ment, without any external intervention.

The homeostat was, then, a major milestone in Ashby’s twenty-year quest
to understand the brain as a machine. Now he had a real electromechani-
cal device that could serve in understanding the go of the adaptive brain.
It was also a major development in the overall cybernetic tradition then
crystallizing around Wiener’s Cybernetics, also published in 1948." I want
to pause, therefore, to enter some commentary before returning to the
historical narrative—first on ontology, then on the social basis of Ashby’s
cybernetics.

The Homeostat as Ontological Theater

ASHBY'S BRILLIANT IDEA OF THE UNPURPOSEFUL RANDOM MECHANISM WHICH
SEEKS FOR ITS OWN PURPOSE THROUGH A PROCESS OF LEARNING IS . . . ONE

OF THE GREAT PHILOSOPHICAL CONTRIBUTIONS OF THE PRESENT DAY.

NORBERT WIENER, THE HUMAN USE OF HUMAN BEINGS,

2ND ED. (1967 [1950]), 54

THERE CAN'T BE A PROPER THEORY OF THE BRAIN UNTIL THERE IS A PROPER
THEORY OF THE ENVIRONMENT AS WELL. . . . THE SUBJECT HAS BEEN
HAMPERED BY OUR NOT PAYING SUFFICIENTLY SERIOUS ATTENTION TO THE
ENVIRONMENTAL HALF OF THE PROCESS. . . . THE "“PSYCHOLOGY” OF THE
ENVIRONMENT WILL HAVE TO BE GIVEN ALMOST AS MUCH THOUGHT AS THE PSY-

CHOLOGY OF THE NERVE NETWORK ITSELF.

ROSS ASHBY, DISCUSSION AT THE 1952 MACY CONFERENCE

(ASHBY 1953B, 86-87)

My ontological commentary on the homeostat can follow much the same
lines as that on the tortoise, though I also want to mark important differences.
First, like the tortoise, the homeostat stages for us an image of an immediately
performative engagement of the brain and the world, a little model of a per-
formative ontology more generally. Again, at the heart of this engagement was
a process of random, trial-and-error search. The tortoise physically explored
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its environment, finding out about distributions of lights and obstacles; the
homeostat instead searched its inner being, running through the possibili-
ties of its inner circuitry until it found a configuration that could come into
dynamic equilibrium with its environment.

Next we need to think about Ashby’s modelling not of the brain but of
the world.” The world of the tortoise was largely static and unresponsive—a
given field of lights and obstacles—but the homeostat’s world was lively and
dynamic: it was, as we have seen, more homeostats! If in a multiunit setup
homeostat 1 could be regarded as a model brain, then homeostats 2, 3, and
4 constituted homeostat 1’s world. Homeostat 1 perturbed its world dynami-
cally, emitting currents, which the other homeostats processed through their
circuits and responded to accordingly, emitting their own currents back, and
so on around the loop of brain and world. This symmetric image, of a lively
and responsive world to be explored by a lively and adaptive brain, was, I
would say, echoing Wiener, the great philosophical novelty of Ashby’s early
cybernetics, its key feature.

As ontological theater, then, a multihomeostat setup stages for us a vision
of the world in which fluid and dynamic entities evolve together in a decen-
tered fashion, exploring each other’s properties in a performative back-and-
forth dance of agency. Contemplation of such a setup helps us to imagine the
world more generally as being like that; conversely, such a setup instantiates
a way of bringing that ontological vision down to earth as a contribution to
the science of the brain. This is the ontology that we will see imaginatively
elaborated and played out in all sorts of ways in the subsequent history of
cybernetics.'® Biographically, this is where I came in. In The Mangle of Prac-
tice I argued that scientific research has just this quality of an emergent and
performative dance of agency between scientists and nature and their instru-
ments and machines, and despite some evident limitations mentioned below,
a multihomeostat setup is a very nice starting point for thinking about the
ontological picture I tried to draw there. It was when I realized this that I
became seriously interested in the history of cybernetics as elaborating and
bringing that ontological picture down to earth.

Three further remarks on homeostat ontology might be useful. First, I
want simply to emphasize that relations between homeostats were entirely
noncognitive and nonrepresentational. The homeostats did not seek to know
one another and predict each other’s behavior. In this sense, each homeostat
was unknowable to the others, and a multihomeostat assemblage thus staged
what I called before an ontology of unknowability. Second, as discussed in chap-
ter 2, paradigmatic modern sciences like physics describe a world of fixed en-
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tities subject to given forces and causes. The homeostat instead staged a vision
of fluid, ever-changing entities engaged in trial-and-error search processes.
And a point to note now is that such processes are intrinsically temporal. Ad-
aptation happens, if it happens at all, in time, as the upshot of a temporally
extended process, trying this, then that, and so on. This is the sense in which
the homeostat adumbrates, at least, an ontology of becoming in which nothing
present in advance determines what entities will turn out to be in the future.
This is another angle from which we can appreciate the nonmodernity of cy-
bernetics. Third, we could notice that the brain/world symmetry of Ashby’s
setups in fact problematized their specific reference to the brain. We can ex-
plore Ashby’s response to this later, but to put the point positively I could say
now that this symmetry indexes the potential generality of the homeostat as
ontological theater. If the phototropism and object avoidance of the tortoise
tied the tortoise to a certain sort of brainlike sensing entity, very little tied the
homeostat to the brain (or any other specific sort of entity). A multihomeostat
configuration could easily be regarded as a model of a world built from any
kind of performatively responsive entities, possibly including brains but possi-
bly also not. Here, at the level of ontological theater, we again find cybernetics
about to overflow its banks.

So much for the general ontological significance of the homeostat. As in the
previous chapter, however, we should confront the point that Ashby, like
Walter, aimed at a distinctly modern understanding of the brain: neither of
them was content to leave the brain untouched as one of Beer’s exceedingly
complex systems; both of them wanted to open up the Black Box and grasp the
brain’s inner workings. Ashby’s argument was that the homeostat was a posi-
tive contribution to knowledge of how the performative brain adapts. What
should we make of that? As before, the answer depends upon the angle from
which one looks. From one angle, Ashby’s argument was certainly correct: it
makes sense to see the homeostat’s adaptive structure as a model for how the
brain works. From another angle, however, we can see how, even as modern
science, the homeostat throws us back into the world of exceedingly complex
systems rather than allowing us to escape from it.

The first point to note is, again, that Ashby’s science had a rather different
quality from that of the classical modern sciences. It was another instance
of explanation by articulation of parts (chap. 2): if you put together some
valves and relays and uniselectors this way, then the whole assemblage can
adapt performatively. Ashby’s science thus again thematized performance, at
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the level of parts as well as wholes. Second, and again like Walter’s, Ashby’s
science was a science of a heterogeneous universe: on the one hand, the brain,
which Ashby sought to understand; on the other, an unknown and cognitively
unknowable (to the homeostat) world. Performative interaction with the un-
knowable was thus a necessary constituent of Ashby’s science, and in this
sense the homeostat returns us to an ontology of unknowability. And, third, a
discovery of complexity also appears within Ashby’s cybernetics, though this
again requires more discussion.

In chapter 3 we saw that despite its simplicity the tortoise remained, to
a degree, a Black Box, capable of surprising Walter with its behavior. The
modern impulse somehow undid itself here, in an instance where an atomic
understanding of parts failed to translate into a predictive overview of the
performance of the whole. What about the homeostat? In one sense, the ho-
meostat did not display similarly emergent properties. In his published works
and his private journals, Ashby always discussed the homeostat as a demon-
stration device that displayed the adaptive properties he had already imagined
in the early 1940s and first discussed in print in his 1945 publication on the
bead-and-elastic machine.

Nevertheless, combinations of homeostats quickly presented analytically
insoluble problems. Ashby was interested, for example, in estimating the
probability that a set of randomly interconnected homeostats with fixed
internal settings would turn out to be stable. In a 1950 essay, he explored
this topic from all sorts of interesting and insightful angles before remarking
that, even with simplifying assumptions, “the problem is one of great [math-
ematical] difficulty and, so far as I can discover, has not yet been solved. My
own investigations have only convinced me of its difficulty. That being so
we must collect evidence as best we can” (Ashby 1950a, 478). Mathematics
having failed him, Ashby turned instead to his machines, fixing their param-
eters and interconnections at random in combinations of two, three, or four
units and simply recording whether the needles settled down in the middle
of their ranges or were driven to their limits. His conclusion was that the
probability of finding a stable combination probably fell off as (1/2)", where n
was the number of units to be interconnected, but, rather than that specific
result, what [ want to stress is that here we have another discovery of com-
plexity, now in the analytic opacity of multihomeostat setups. Ashby’s atomic
knowledge of the individual components of his machines and their intercon-
nections again failed to translate into an ability to predict how aggregated
assemblages of them would perform. Ashby just had to put the units together
and see what they did.
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As in the previous chapter, then, we see here how the modern impulse of
early cybernetics bounced back into the cybernetic ontology of unknowabil-
ity. While illuminating the inner go of the brain, homeostat assemblages of
the kind discussed here turned out to remain, in another sense, mini—-Black
Boxes, themselves resistant to a classically scientific understanding, which
we can read again as suggestive icons for a performative ontology. Imagine
the world in general as built from elements like these opaque dynamic assem-
blages, is the suggestion. We can go further with this thought when we come
to DAMS, the homeostat’s successor.

Making much same point, the following quotation is from a passage in De-
sign for a Brain in which Ashby is discussing interconnected units which have
just two possible states, described mathematically by a “step-function” and
corresponding to the shift in a uniselector from one position to the next (1952,
129): “If there are n step-functions [in the brain], each capable of taking two
values, the total number of fields available will be 2". . . . The number of fields
is moderate when n is moderate, but rapidly becomes exceedingly large when
n increases. . . . If a man used fields at the rate of ten a second day and night
during his whole life of seventy years, and if no field were ever repeated, how
many two-valued step-functions would be necessary to provide them? Would
the reader like to guess? The answer is that thirty-five would be ample!” One
is reminded here of Walter’s estimate that ten functional elements in the brain
could generate a sufficient variety of behaviors to cover the entire experience
of the human race over a period of a thousand million years. What the early
cyberneticians discovered was just how complex (in aggregate behavior) even
rather simple (in atomic structure) systems can be.

The homeostat is highly instructive as ontological theater, but I should also
note its shortcomings. First, like all of the early cybernetic machines includ-
ing the tortoise, the homeostat had a fixed goal: to keep its output current
within predetermined limits. This was the unvarying principle of its engage-
ment with the world. But, as I said about the tortoise, I do not think that this
is a general feature of our world—in many ways, for example, human goals
emerge and are liable to transformation in practice. At the same time, we
might note an important difference between the homeostat’s goals and, say,
the tortoise’s. The latter’s goals referred to states of the outer world—finding
and pursuing lights. The homeostat’s goals instead referred inward, to its in-
ternal states. One might therefore imagine an indefinite number of worldly
projects as bearing on those inner states, all of them obliquely structured by
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the pursuit of inner equilibrium. This is certainly a step in the right ontologi-
cal direction beyond the tortoise.

Second, I described the homeostat as exploring its environment open-
endedly, but this is not strictly true. My understanding of open-endedness in-
cludes an indefinitely large range of possibilities, whereas the homeostat had
precisely twenty-five options—the number of positions of its uniselector. A
four-homeostat setup could take on 25* = 390,625 different states in all."” This
is a large number, but still distinctly finite. As ontological theater, therefore,
we should think of the homeostat as pointing in the direction of open-ended
adaptation, without quite getting there.

Third, and most important, as the word “uniselector” suggests, adaptation
in the homeostat amounted to the selection of an appropriate state by a process
of trial and error within a combinatoric space of possibilities. This notion of
selection appears over and over again in Ashby’s writings, and, at least from an
ontological point of view, there is something wrong with it. It leaves no room
for creativity, the appearance of genuine novelty in the world; it thus erases
what I take to be a key feature of open-endedness. It is easiest to see what is
at stake here when we think about genuinely cognitive phenomena, so I will
come back to this point later. For the moment, let me just register my convic-
tion that as models of the brain and as ontological theater more generally,
Ashby’s homeostats were deficient in just this respect.

One final line of thought can round off this section. It is interesting to ex-
amine how Ashby’s cybernetics informed his understanding of himself. As
mentioned above, a multihomeostat assemblage foregrounded the role of
time—adaptation as necessarily happening in time. And here is an extract
from Ashby’s autobiographical notebook, “Passing through Nature” (Ashby
1951-57), from September 1952 (pp. 36-39):

For forty years [until the mid-1940s—the first blossoming of his cybernetics] I
hated change of all sorts, wanting only to stay where [ was. I didn’t want to grow
up, didn’t want to leave my mother, didn’t want to go from school to Cambridge,
didn’t want to go to hospital, and so on. I was unwilling at every step.

Now I seem to be changed to the opposite: my only aim is to press on. The
march of time is, in my scientific theorising, the only thing that matters. Every
thing, I hold, must go on: if human destiny is to go on and destroy itself with an
atomic explosion, well then, let us get on with it, and make the biggest explo-

sion ever!
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I am now, in other words a Time-worshipper, seized with the extra fervour
of the convert. I mean this more or less seriously. “Time” seems to me to be big
enough, impersonal enough, to be a possible object of veneration—the old man
of the Bible with his whims & bargains, & his impotence over evil, and his son
killing, has always seemed to me to be entirely inadequate as the Spirit of All
Existent, if not downright contemptible. But Time has possibilities. As a vari-
able it is utterly different from all others, for they exist in it as a fish lives in the
ocean: so immersed that its absence is inconceivable. My aim at the moment
is to reduce all adaptation to its operation, to show that if only Time will oper-
ate, whether over the geological periods on an earth or over a childhood in an
individual, then adaptation will inevitably emerge. This gives to time a position
of the greatest importance, equalled only by that “factor” that called space &

matter into existence.

This passage is interesting in a couple of respects. On the one hand, Ashby
records a change in his perspective on time and change (in himself and the
world) that is nicely correlated with the flourishing of his cybernetics. On the
other, this passage returns us to the relation between cybernetics and spiri-
tuality that surfaced in the last chapter and runs through those that follow.
Walter made the connection via his discussion of the strange performances
associated with Eastern spirituality, which he assimilated to his understand-
ing of the performative brain and technologies of the self. There are also
definite echoes of the East in this passage from Ashby—one thinks of Shiva
indifferently dancing the cosmos into and out of existence—though now the
bridge from cybernetics to spirituality goes via time and adaptation, the key
themes of Ashby’s cybernetics as exemplified in the homeostat, rather than
technologies of the self.'®

The self does, however, reappear in a different guise in this passage. “The
old man of the Bible with his whims & bargains” is the very paradigm of
the modern, self-determined, centered, human subject writ as large as pos-
sible. And it is interesting to note that Ashby’s rejection of this image of the
Christian God went with a nonmodern conception of himself. Just as a multi-
homeostat setup dramatized a decentered self, not fully in control and con-
stitutively plunged into its environment, so “Passing through Nature” begins
(Ashby 1951-57, pp. 1—3) with the story of a meeting in January 1951 at which
Warren McCulloch was present. Realizing how important McCulloch was
to his career as a cybernetician, Ashby took the initiative and shook hands
with him, but then immediately found himself going back to a conversation
with someone of “negligible . . . professional importance.” “What I want to
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make clear is that I had no power in the matter. The series of events ran with
perfect smoothness and quite irresistibly, taking not the slightest notice of
whatever conscious views I may have had. Others may talk of freewill and
the individual’s power to direct his life’s story. My personal experience has
convinced me over and over again that my power of control is great—where
it doesn’t matter: but at the important times, in the words of Freud, I do not
live but ‘am lived.”

By the early 1950s, then, Ashby’s understanding of himself and God and
his cybernetics all hung together, with questions of time and change as their
pivot. I take this as another instance of the fact that ontology makes a dif-
ference—here in the realm of spirituality and self-understanding, as well as
brain science and much else: time worship and “I am lived” as an ontology of
performative becoming in action.®

The Social Basis of Ashby’s Cybernetics

Turning from ontology to sociology, it is evident already that there are again
clear parallels between Ashby and Walter. Ashby was telling no more than
the truth when he described his early work—up to 1940, say—as having no
social basis, as “a hobby I could retreat to”: something pursued outside his
professional life, for his own enjoyment. Even after 1940, when he began to
publish, his work for a long time retained this extraprofessional, hobbyist
quality, very largely carried on in the privacy of his journals. In an obituary,
his student Roger Conant (1974, 4) speaks of Ashby building the homeostat
“of old RAF parts on Mrs Ashby’s kitchen table” and of writing his two books
“in Dr. Ashby’s private padded cell” at Barnwood House.?

When he did begin to publish his protocybernetic theorizing, Ashby sub-
mitted his work initially to the journals in which his earlier distinctively psy-
chiatric papers had appeared. His very first paper in this series (Ashby 1940)
appeared in the leading British journal for research on mental pathologies,
the Journal of Mental Science. It appears that there was no great response to
Ashby’s work within this field, outside the narrow but important circle de-
fined by himself, Grey Walter, Frederick Golla, and G. W. T. H. Fleming, the
editor of the journal in question. And one can understand why this might have
been: clinical psychiatrists and psychologists were concerned with the practi-
cal problems of mental illness, and, besides its oddity as engineering, Ashby’s
work sticks out like a sore thumb in the pages of the psychiatric journals—
his theoretical work offered little constructive input to psychiatric practice
(though more on this below).
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Conversely, in seeking to create a community of interest for his work,
Ashby. like Walter, systematically looked beyond his profession. A journal
entry from early June 1944 (p. 1666) records that “several of my papers have
been returned recently & it seems that there is going to be considerable dif-
ficulty in floating this ship.”?* At this point he began writing to other scholars
with whom he appears to have had no prior contact about his and their work,
and it is notable that none of the people he addressed shared his profession.
Thus, the small existing collection of Ashby’s correspondence from this period
includes letters to or from the experimental psychologists Kenneth Craik and
E. Thorndike in 1944, and in 1946 the anthropologist-turned-cybernetician
Gregory Bateson, the eminent neurophysiologist E. D. Adrian, the doyen of
American cybernetics, Warren McCulloch, the British mathematician Alan
Turing, and Norbert Wiener himself. In most cases it is clear that Ashby was
writing out of the blue, and that he identified this extraprofessional and proto-
cybernetic community from his reading of the literature. Through these
contacts, and also by virtue of something of an explosion in his publication
record—around twenty cybernetic essays appeared in various journals be-
tween 1945 and 1952—Ashby quickly assumed a leading position in the na-
scent cybernetic community, though, as we saw in the previous chapter, this
was itself located outside the usual social structures of knowledge production.
In Britain, its heart was the Ratio Club, the dining club of which Ashby was
a founder member; Ashby was an invited speaker at the 1952 Macy cyber-
netics conference in the United States, and he regularly gave papers at the
Namur cybernetics conferences in Europe. As far as knowledge dissemination
was concerned, Ashby’s route into the wider social consciousness was, like
Walter’s and Wiener’s, via the popular success of his books.

Ashby’s cybernetics largely existed, then, in a different world from his
professional life, though that situation began to change in the late 1950s.
Through what appears to be a certain amount of chicanery on the part of
G. W. T. H. Fleming, who was chairman of the trustees of the Burden Neu-
rological Institute as well as director of Barnwood House, where Ashby then
worked, Ashby was appointed in 1959 to succeed Golla as the director of the
Burden. His ineptitude in that position—including trying to purge the library
of outdated books, setting exams for all the staff, and setting private detec-
tives on Grey Walter—remains legendary in British psychiatric circles, and
Ashby was saved from a disastrous situation by the opportunity to flee to the
United States (Cooper and Bird 1989, 15-18). Stafford Beer’s diary for 1960
records the circumstances of an offer from Heinz von Foerster to join the fac-
ulty of the University of Illinois, made while Beer, Pask, and Ashby were all on
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campus for a conference on self-organization—an offer which Ashby under-
standably accepted without hesitation (Beer 1994 [1960], 299—301).

At Illinois, Ashby’s formal position was that of professor in the Depart-
ment of Electrical Engineering with an associated position on the biophysics
committee. His primary affiliation was to von Foerster’s Biological Computer
Laboratory, the BCL. The BCL was an independently funded operation
housed within the Electrical Engineering Department and was, during the
period of its existence, 1958—75, the primary institutional basis for cyber-
netics in the capitalist world.** At the BCL Ashby became the only one of
our cyberneticians to enjoy full-time institutional support for his work, both
in research and teaching. Ashby retired from the BCL in 1970 at the age of
sixty-seven and returned to England, and Conant (1974, 4) records that “the
decade spent in the United States resulted in a host of publications and was
in his own estimation the most fruitful period of his career.” It seems clear
that this time of singular alignment between paid work and hobby was also
one of the happiest periods of Ashby’s life, in which he could collaborate with
many graduate students on topics close to his heart, and for which he is re-
membered fondly in the United States (unlike the Burden) as “an honest and
meticulous scholar . . . a warm-hearted, thoughtful, and generous person,
eager to pass to his students the credit for ideas he had germinated himself”
(Conant 1974, 5).

Most of Ashby’s cybernetic career thus displayed the usual social as well as
ontological mismatch with established institutions, finding its home in im-
provised social relations and temporary associations lacking the usual means
of reproducing themselves. In this respect, of course, his time at the BCL is
anomalous, an apparent counterinstance to the correlation of the ontologi-
cal and the social, but this instance is, in fact, deceptive. The BCL was itself
an anomalous and marginal institution, only temporarily lodged within the
academic body. It was brought into existence in the late 1950s by the energies
of von Foerster, a Charming and energetic Austrian postwar emigré, with pow-
erful friends and sponsors, especially Warren McCulloch, and ready access
to the seemingly inexhaustible research funding available from U.S. military
agencies in the decades following World War II. When such funding became
progressively harder to find as the sixties went on, the BCL contracted, and it
closed down when von Foerster retired in 1975. A few years later its existence
had been all but forgotten, even at the University of Illinois. The closure of
the BCL—rather than, say, its incorporation within the Electrical Engineering
Department—once again illustrates the social mismatch of cybernetics with
existing academic structures.”
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Design for a Brain

We can return to the technicalities of Ashby’s cybernetics. The homeostat was
the centerpiece of his first book, Design for a Brain, which was published in
1952 (and, much revised, in a second edition, in 1960). I want to discuss some
of the principal features of the book, as a way both to clarify the substance of
Ashby’s work in this period and to point the way to subsequent developments.

First, we should note that Ashby had developed an entire mathematical
apparatus for the analysis of complex systems, and, as he put it, “the thesis
[of the book] is stated twice: at first in plain words and then in mathematical
form” (1952, vi). The mathematics is, in fact, relegated to a forty-eight-page
appendix at the end of the book, and, following Ashby’s lead, I, too, postpone
discussion of it to a later section. The remainder of the book, however, is not
just “plain words.” The text is accompanied by a distinctive repertoire of dia-
grams aimed to assist Ashby and the reader in thinking about the behavior of
complex systems. Let me discuss just one diagram to convey something of the
flavor of Ashby’s approach.

In figure 4.5 Ashby schematizes the behavior of a system characterized by
just two variables, labeled A and B. Any state of the system can thus be denoted
by a “representative point,” indicated by a black dot, in the A-B plane, and the
arrows in the plane denote how the system will change with time after finding
itself at one point or another. In the unshaded central portions of the plane,
the essential variables of the system are supposed to be within their assigned
limits; in the outer shaded portions, they travel beyond those limits. Thus, in
panel I, Ashby imagines that the system starts with its representative point at
X and travels to point Y, where the essential variables exceed their limits. At
this point, the parameters of the system change discontinuously in a “step-
function”—think of a band breaking in the bead-and-elastic machine of 1943,
or a uniselector moving to its next position in the homeostat—and the “field” of
system behavior thus itself changes discontinuously to that shown in panel II.
In this new field, the state of the system is again shown as point Y, and it is then
swept along the trajectory that leads to Z, followed by another reconfiguration
leading to state field ITI. Here the system has a chance of reaching equilibrium:
there are trajectories within field III that swirl into a “stable state,” denoted by
the dot on which the arrows converge. But Ashby imagines that the system in
question lies on a trajectory that again sweeps into the forbidden margin at Z.
The system then transmogrifies again into state IV and at last ceases its devel-
opment, since all the trajectories in that field configuration converge on the

central dot in a region where the essential variables are within their limits.
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Figure 4.5. Changes of field in an ultrastable system. Source: W. R. Ashby, Design
for a Brain (London: Chapman & Hall, 1952), 92, fig. 8/7/1. (With kind permission

from Springer Science and Business Media.)

Figure 4.5 is, then, an abstract diagram of how an ultrastable system such as
a homeostat finds its way to state of equilibrium in a process of trial and error,
and I want to make two comments on it. The first is ontological. The basic con-
ceptual elements of Ashby’s cybernetics were those of the sort analyzed in this
figure, and they were dynamic—systems that change in time. Any trace of sta-
bility and time independence in these basic units had to do with the specifics of
the system’s situation and the special circumstance of having arrived at a stable
state. Ashby’s world, one can say, was built from such intrinsically dynamic
elements, in contrast to the modern ontology of objects carrying unvarying
properties (electrons, quarks). My second comment is historical but forward
looking. In Design for a Brain, one can see Ashby laboriously assembling the
technical elements of what we now call complex systems theory. For those who
know the jargon, I can say that Ashby already calls diagrams like those of figure
4.5 “phase-space diagrams”; the points at which the arrows converge in panels
III and IV are what we now call “attractors” (including, in Ashby’s diagrams,
both point and cyclical attractors, but not “strange” ones); and the unshaded
area within panel IV is evidently the “basin of attraction” for the central at-
tractor. Stuart Kauffman and Stephen Wolfram, discussed at the end of this
chapter, are among the leaders of present-day work on complexity.

Now for matters of substance. Following Ashby, I have so far described
the possible relation of the homeostat to the brain in abstract terms, as both
being adaptive systems. In Design for a Brain, however, Ashby sought to evoke
more substantial connections. One approach was to point to real biological



ROSS ASHBY : 117

examples of putatively homeostatic adaptation. Here are a couple of the more
horrible of them (Ashby 1952, 117-18):

Over thirty years ago, Marina severed the attachments of the internal and ex-
ternal recti muscles of a monkey’s eyeball and re-attached them in crossed posi-
tion so that a contraction of the external rectus would cause the eyeball to turn
not outwards but inwards. When the wound had healed, he was surprised to
discover that the two eyeballs still moved together, so that binocular vision was
preserved.

More recently Sperry severed the nerves supplying the flexor and extensor
muscles in the arm of the spider monkey, and re-joined them in crossed posi-
tion. After the nerves had regenerated, the animal’s arm movements were at
first grossly inco-ordinated, but improved until an essentially normal mode of

progression was re-established.

And, of course, as Ashby pointed out, the homeostat showed just this sort of
adaptive behavior. The commutators, X, precisely reverse the polarities of the
homeostat’s currents, and a uniselector-controlled homeostat can cope with
such reversals by reconfiguring itself until it returns to equilibrium. A very
similar example concerns rats placed in an electrified box: after some random
leaping about, they learn to put their foot on a pedal which stops the shocks
(1952, 106-8). Quite clearly, the brain being modelled by the homeostat here
is not the cognitive brain of Alj it is the performative brain, the Ur-referent
of cybernetics: “excitations in the motor cortex [which] certainly control
the rat’s bodily movements” (1952, 107). In the second edition of Design for a
Brain, Ashby added some less brutal examples of training animals to perform
in specified ways, culminating with a discussion of training a “house-dog” not
to jump on chairs (1960, 113): “Suppose then that jumping into a chair always
results in the dog’s sensory receptors being excessively stimulated [by physical
punishment, which drives some essential variable beyond its limits]. As an
ultrastable system, step-function values which lead to jumps into chairs will
be followed by stimulations likely to cause them to change value. But on the
occurrence of a set of step-function values leading to a remaining on the
ground, excessive stimulation will not occur, and the values will remain.” He
then goes on to show that similar training by punishment can be demonstrated
on the homeostat. He discusses a set up in which just three units were con-
nected with inputs running 1—>2—>3—1, where the trainer, Ashby, insisted
that an equilibrium should be reached in which a small forced movement of
the needle on 1 was met by the opposite movement of the needle on 2. If the
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Figure 4.6. Training a three-homeostat system. The lines running from left to
right indicate the positions of the needles on the tops of units 1, 2, and 3. The
punishments administered to unit 3 are marked D, and D,. The shifts in the uniselec-
tors are marked as vertical blips on the bottom line, U. Note that after the second
punishment a downward displacement of needle 1 evokes an upward displacement of
needle 2, as desired. Source: W. R. Ashby, Design for a Brain: The Origin of Adap-
tive Behaviour, 2nd ed. (London: Chapman & Hall, 1960), 114, fig. 8/9/1. (With kind

permission from Springer Science and Business Media.)

system fell into an equilibrium in which the correlation between the needles
1 and 2 was the wrong way around, Ashby would punish homeostat 3 by push-
ing its needle to the end of its range, causing its uniselector to trip, until the
right kind of equilibrium for the entire system, with an anticorrelation of
needles 1 and 2, was achieved. Figure 4.6 shows readouts of needle positions
from such a training session.

Ashby thus sought to establish an equation between his general analysis
of ultrastable systems and brains by setting out a range of exemplary applica-
tions to the latter. Think of the response of animals to surgery, and then think
about it this way. Think about training animals; then think about it this way.
In these ways, Ashby tried to train his readers to make this specific analogical
leap to the brain.

But something is evidently lacking in this rhetoric. One might be willing
to follow Ashby some of the way, but just what are these step mechanisms that
enable animals to cope with perverse surgery or training? Having warned that
“we have practically no idea of where to look [for them], nor what to look for
[and] in these matters we must be vary careful to avoid making asssumptions
unwittingly, for the possibilities are very wide” (1960, 123), Ashby proceeds to
sketch out some suggestions.

One is to note that “every cell contains many variables that might change

in a way approximating to the step-function form. . . . Monomolecular films,
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Figure 4.7. Interconnected circuit of neurons. Source: W. R. Ashby, Design for a
Brain (London: Chapman & Hall, 1952), 128, fig. 10/5/1. (With kind permission from
Springer Science and Business Media.)

protein solutions, enzyme systems, concentrations of hydrogen and other
ions, oxidation-reduction potentials, adsorbed layers, and many other con-
stituents or processes might act as step-mechanisms” (1952, 125). A second
suggestion is that neurons are “amoeboid, so that their processes could make
or break contact with other cells” (126). And third, Ashby reviews an idea he
associates with Rafael Lorente de N6 and Warren McCulloch, that the brain
contains interconnected circuits of neurons (fig. 4.7), on which he observes
that “a simple circuit, if excited, would tend either to sink back to zero excita-
tion, if the amplification factor was less than unity, or to rise to the maximal
excitation if it was greater than unity.” Such a circuit would thus jump dis-
continuously from one state to another and “its critical states would be the
smallest excitation capable of raising it to full activity, and the smallest inhibi-
tion capable of stopping it” (128). Here, then, were three suggestions for the
go of it—plausible biological mechanisms that might account for the brain’s
homeostatic adaptability.

The homeostat appears midway through Design for a Brain. The preceding
chapters prepare the way for it. Then its properties are reviewed. And then,
in the book’s concluding chapters, Ashby looks toward the future. “My aim,”
he says, with a strange kind of modesty, “is simply to copy the living brain”
(1952, 130). Clearly, a single homeostat was hardly comparable in its abilities
to the brain of a simple organism, never mind the human brain—it was “too
larval” (Ashby 1948, 343)—and the obvious next step was to contemplate a
multiplication of such units. Perhaps the brain was made up of a large number
of ultrastable units, biological homeostats. And the question Ashby then asked
was one of speed or efficiency: how long would it take such an assembly to

come into equilibrium with its environment?
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Here, some back-of-an-envelope calculations produced interesting results.
Suppose that any individual unit had a probablity p of finding an equilibrium
state in one second. Then the time for such a unit to reach equilibrium would
be of the order of 1/p. And if one had a large number of units, N of them, act-
ing quite independently of one another, the time to equilibrium for the whole
assemblage would still be 1/p. But what if the units were fully interconnected
with one another, like the four units in the prototypical four-homeostat setup?
Then each of the units would have to find an equilibrium state in the same
trial as all the others, otherwise the nonequilibrium homeostats would keep
changing state and thus upsetting the homeostats that had been fortunate
enough already to reach equilibrium. In this configuration, the time to equi-
librium would be of the order of 1/p". Ashby also considered an intermediate
case in which the units were interconnected, but in which it was possible for
them to come into equilibrium sequentially: once unit 1 had found an equilib-
rium condition it would stay there, while 2 hunted around for the same, and
so on. In this case, the time to equilibrium would be N/p.

Ashby then put some numbers in: p = 1/2; N = 1,000 units. This leads to
the following estimates for T, the time for whole system to adapt (1952, 142):

1000 seconds;

for the fully interconnected network: T, = 2
for interconnected but sequentially adapting units, T, = 2,000 seconds;

for the system of entirely independent units, T, = 2 seconds.*

Two seconds or 2,000 seconds are plausible figures for biological adapta-
1000 291

tion. According to Ashby, 21 seconds is 3 x 10*" centuries, a number vastly
greater than the age of the universe. This last hyperastronomical number was
crucial to Ashby’s subsequent thinking on the brain and how to go beyond the
homeostat, and the conclusion he drew was that if the brain were composed
of many ultrastable units, they had better be only sparsely connected to one
another if adaptation were going to take a realistic time. At this point he began
the construction of a new machine, but before we come to that, let me note
again the ontological dimension of Ashby’s cybernetics.

The brain that adapted fastest would be composed of fully independent
units, but Ashby noted that such a brain “cannot represent a complex biologi-
cal system” (1952, 144). Our brains do not have completely autonomous sub-
systems each set to adapt to a single feature of the world we inhabit, on the one
hand; the neurons of the brain are observably very densely interconnected,
on the other. The question of achieving a reasonable speed of adaptation thus

resolved itself, for Ashby, into the question of whether some kind of serial ad-
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aptation was possible, and he was very clear that this depended not just on how
the brain functioned but also on what the world was like. Thus, he was led to
distinguish between “easy” environments “that consist of a few variables, inde-
pendent of each other,” and “difficult” ones “that contain many variables richly
cross-linked to form a complex whole” (1952, 132). There is a sort of micro-
macro correspondence at issue here. If the world were too lively—if every en-
vironmental variable one acted on had a serious impact on many others—a
sparsely interconnected brain could never get to grips with it. If when I cleaned
my teeth the cat turned into a dog, the rules of mathematics changed and the
planets reversed their courses through the heavens, it would be impossible for
me to grasp the world piecemeal; I would have to come to terms with all of it in
one go, and that would get us back to the ridiculous time scale of Tl.25

In contrast, of course, Ashby pointed out that not all environmental vari-
ables are strongly interconnected with one another, and thus that sequential
adaptation within the brain is, in principle, a viable strategy. In a long chapter
on “Serial Adaptation” he first discusses “an hour in the life of Paramecium,”
traveling from a body of water to its surface, where the dynamics are different
(due to surface tension), from bodies of water with normal oxygen concen-
tration to those where the oxygen level is depleted, from cold to warm, from
pure water to nutrient-rich regions, occasionally bumping into stones, and so
on (1952, 180-81). The idea is that each circumstance represents a different
environment to which Paramecium can adapt in turn and more or less inde-
pendently. He then discusses the business of learning to drive a car, where one
can try to master steering on a straight road, then the accelerator, then chang-
ing gears (in the days before automatics, at least in Britain)—though he notes
that at the start these tend to be tangled up together, which is why learning to
drive can be difficult (181-82). “A puppy can learn how to catch rabbits only
after it has learned to run; the environment does not allow the two reactions

to be learned in the opposite order. . . . Thus, the learner can proceed in the
order ‘Addition, long multiplication, . . . but not in the order ‘Long multipli-
cation, addition, . . . Our present knowledge of mathematics has in fact been

reached only because the subject contains such stage-by-stage routes” (185).%°
There follows a long description of the steps in training falcons to hunt (186),
and so on.

So, in thinking through what the brain must be like as a mechanism, Ashby
also further elaborated a vision of the world in which an alchemical corre-
spondence held between the two terms: the microcosm (the brain) and the
macrocosm (the world) mirrored and echoed one another inasmuch as both

were sparsely connected systems, not “fully joined,” as Ashby put it. We can
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follow this thread of the story below, into the fields of architecture and theo-
retical biology as well as Ashby’s next project after the homeostat, DAMS. But
I can finish this section with a further reflection.

Warren McCulloch (1988) notably described his cybernetics as “experi-
mental epistemology,” meaning the pursuit of a theory of knowledge via em-
pirical and theoretical analysis of how the brain actually represents and knows
the world. We could likewise think of Ashby’s cybernetics as experimental on-
tology. I noted earlier that the general performative vision of the world does
not imply any specific cybernetic project; that such projects necessarily add
something to the vision, both pinning it down and vivifying it by specifying it
in this way or that. The homeostat can certainly be seen as such a specifica-
tion, in the construction of a definite mechanism. But in Ashby’s reflections
on time to equilibrium, this specification reacted back upon the general vi-
sion, further specifying that. If one recognizes the homeostat as a good model
for adaptation, then these reflections imply something, not just about the
brain but about the world at large as well: both must consist of sparsely con-
nected dynamic entities.

We are back to the idea that ontology makes a difference, but with a twist.
My argument so far has been that the nonmodern quality of cybernetic proj-
ects can be seen as the counterpart of a nonmodern ontology. Here we have
an example in which one of these projects fed back as a fascinating ontological
conclusion about the coupling of entities in the world. It is hard to see how
one could arrive at a similar conclusion within the framework of the modern

sciences.”

DAMS

AS A SYMBOL OF HIS INTEREST IN RELATIONS HE CARRIED A CHAIN CON-
STRUCTED OF THREE SIMPLER CHAINS INTERLOCKED IN PARALLEL; HE ENJOYED
WATCHING MICROSCOPIC ECOSYSTEMS (CAPTURED WITH FISHPOLE AND BOTTLE
FROM THE BONEYARD CREEK IN URBANA) FOR THE RICHNESS OF INTERACTION
THEY DISPLAYED, AND HE BUILT A SEMI-RANDOM ELECTRONIC CONTRAPTION
WITH 100 DOUBLE TRIODES AND WATCHED IT FOR TWO YEARS BEFORE ADMITTING

DEFEAT IN THE FACE OF ITS INCOMPREHENSIBLY COMPLEX BEHAVIOR.

ROGER CONANT, “W. ROSS ASHBY (1903-1972)"” (1974, 4)

The 1952 first printing of Design for a Brain included just one footnote: on page
171 Ashby revealed that he was building a machine called DAMS. In the 1954
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Figure 4.8. Photograph of DAMS. (By permission of Jill Ashby, Sally Bannister, and
Ruth Pettit.)

second printing of the first edition the footnote was removed, though the en-
try for DAMS could still be found in the index and a citation remained on page
199 to the only publication in which Ashby described this device, the paper
“Statistical Machinery” in the French journal Thalés (Ashby 1951). In the sec-
ond edition, of 1960, both the index entry and the citation also disappeared:
DAMS had been purged from history. Despite the obscurity to which Ashby
was evidently determined to consign it, his journal in the 1950s, especially
from 1950 to 1952, is full of notes on this machine. It would be a fascinating
but terribly demanding project to reconstruct the history of DAMS in its en-
tirety; I will discuss only some salient features.

I opened the book with Ashby’s suggestion that “the making of a synthetic
brain requires now little more than time and labour” (1948, 382), and he evi-
dently meant what he said. DAMS was to be the next step after the homeostat.
Its name was an acronym for dispersive and multistable system. A multistable
system he defined as one made up of many interconnected ultrastable sys-
tems. A dispersive system was one in which different signals might flow down
different pathways (Ashby 1952, 172). This gets us back to the above discus-
sion of times to reach equilibrium. Ashby conceived DAMS as a system in
which the ultrastable components were linked by switches, which, depending
on conditions, would either isolate components from one another or transmit

signals between them. In this way, the assemblage could split into smaller
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subassemblies appropriate to some adaptive task without the patterns of split-
ting having to be hard wired in advance. DAMS would thus turn itself into
a sparsely connected system that could accumulate adaptations to differing
stimuli in a finite time (without disturbing adaptive patterns that had already
been established within it).

At the hardware level, DAMS was an assemblage of electronic valves, as
in a multihomeostat setup, but now linked not by simple wiring but by neon
lamps. The key property of these lamps was that below some threshold volt-
age they were inert and nonconducting, so that they in fact isolated the valves
that they stood between. Above that threshold however, they flashed on and
became conducting, actively joining the same valves, putting the valves in
communication with one another. According to the state of the neons, then,
parts of DAMS would be isolated from other parts by nonconducting neons,
“walls of constancy,” as Ashby put it (1952, 173), and those parts could adapt
independently of one another at a reasonable, rather than hyperastronomical,
speed.

Not to leave the reader in undue suspense, I can say now that DAMS never
worked as Ashby had hoped, and some trace of this failure is evident in the
much-revised second edition of Design for a Brain. There Ashby presents it
as a rigorous deduction from the phenomenon of cumulative adaptation to
different stimuli, P, P, and so on, that the step mechanisms (uniselectors in
the homeostat, neon tubes in DAMS) “must be divisible into non-overlapping
sets, that the reactions to P and P must each be due to their particular sets,
and that the presentation of the problem (i.e., the value of P) must deter-
mine which set is to be brought into functional connexion, the remainder
being left in functional isolation” (1960, 143). One can see how this solves
the problem of accumulating adaptations, but how is it to be achieved? At
this point, Ashby wheels on his deus ex machina, a “gating mechanism,” I',
shown in figure 4.9. This picks up the state of the environmental stimulus P
via the reaction R of the organism to it and switches in the appropriate bank
of uniselectors, neons, or whatever that the essential variables (the dial on
the right) can trigger, if necessary, to preserve the equilibrium of the system.
But then the reader is left hanging: What is the go of this gating mechanism?
How does it do its job? Almost at the end of the book, eighty-four pages later,
Ashby acknowledges that “it was shown that . . . a certain gating-mechanism
was necessary; but nothing was said about how the organism should acquire
one” (1960, 227). Two pages later, Ashby fills in this silence, after a fashion
(1960, 229—30): “The biologist, of course, can answer the question at once;
for the work of the last century . . . has demonstrated that natural, Darwinian,
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Figure 4.9. The gating mechanism. Source: W. R. Ashby, Design for a Brain:

The Origin of Adaptive Behaviour, 2nd ed. (London: Chapman & Hall, 1960),
144, fig. 10/9/1. (With kind permission from Springer Science and Business
Media.)

selection is responsible for all the selections shown so abundantly in the bio-
logical world. Ultimately, therefore, these ancillary mechanisms [the gating
mechanism and, in fact, some others] are to be attributed to natural selection.
They will, therefore, come to the individual (to our kitten perhaps) either by
the individual’s gene-pattern or they develop under an ultrastability of their
own. There is no other source.” Within the general framework of Ashby’s ap-
proach to the brain and adaptation, these remarks make sense. We need a gat-
ing mechanism if multiple adaptations are to be achieved in a finite time; we
do adapt; therefore evolution must have equipped us with such a mechanism.
But what Ashby had been after with DAMS was the go of multiple adaptation.
What he wanted was that DAMS should evolve its own gating mechanism in
interacting with its environment, and it is clear that it never did so. To put the
point the other way around, what he had discovered was that the structure of
the brain matters—that, from Ashby’s perspective, a key level of organization
had to be built in genetically and could not be achieved by the sort of trial-and-
error self-organization performed by DAMS.?

Though DAMS failed, Ashby’s struggles with it undoubtedly informed his
understanding of complex mechanisms and the subsequent development of
his cybernetics, so I want to pursue these struggles a little further here.? First,
I want to emphasize just how damnably complicated these struggles were.
DAMS first appeared in Ashby’s journal on 11 August 1950 (pp. 2953-54) with
the words “First, I might as well record my first idea for a new homeostat [and,
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in the margin] found a month ago.” The next note, also dated 11 August 1950,
runs for twenty pages (pp. 2955-74) and reveals some of the problems that
Ashby had already run into. It begins, “For a time the construction of the new
machine (see previous page) went well. Then it forced me to realise that my
theory had a yawning hole in it” (p. 2955).

This yawning hole had to do with DAMS’s essential variables, the param-
eters it should control. In the original homeostat setups all of the currents
were essential variables, capable of triggering discontinuous changes of state
via the relays and uniselectors. But there was no reason why all of the cur-
rents in DAMS should be essential variables. Some of them should be, but
others would have simply to do with making or breaking connections. Thus, a
new problem arose: how the environment should be supposed to connect to
DAMS?’s essential variables, and how those variables might act back onto the
environment.* The homeostat offered no guidance on this, and the remainder
of this entry is filled with Ashby’s thoughts on this new problem. It contains
many subsequently added references to later pages which develop these early
ideas further. In a passage on page 2967, for example, one thought is linked by
an asterisk to a note at the bottom of the page which says, “May ’51. Undoubt-
edly sound in aim, but wrong in the particular development used here,” while
in the margin is a note in black ink, “Killed on p. 2974,” and then another note,
“Resurrected p. 3829,” in red. The next paragraph then begins, “This was the
point I reached before I returned to the designing of the electrical machine,
but, as usual, the designing forced a number of purely psychological problems
into the open. I found my paragraph (2) (above) [i.e., the one just discussed
here] was much too vague to give a decisive guide.” The penultimate para-
graph of the entire note ends (p. 2974), “I see no future this way. The idea of
p- 2967 (middle) [i.e., again the one under discussion here] seems to be quite
killed by this last figure.” But then a marginal note again says, “Resurrected
p- 38297 (i.e., 17 May 1952).

The substantial point to take from all this is that the construction of DAMS
posed a new set of problems for Ashby, largely having to do with the specifica-
tion of its essential variables and their relation to the environment, and it was
by no means clear to him how to solve them.** And what interests me most
here is that in response to this difficulty, Ashby, if only in the privacy of his
journal, articulated an original philosophy of design.

“The relation of the essential variables to a system of part-functions [e.g.,
the neon tubes] is still not clear, though p. 3074 helps. Start again from first
principles,” Ashby instructed himself on 28 January 1951, but a second note
dated the same day recorded that DAMS was “going to be born any time”
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(pp- 3087-8). Six weeks later Ashby recorded that “DAMS has reached the
size of ten valves, and,” he added, “has proved exceedingly difficult to under-
stand.” He continued (14 March 1951, pp. 3148-51),

But while casting around for some way of grasping it I came across a new idea.
Why not make the developent of DAMS follow in the footsteps marked out by
evolution, by making its variations struggle for existence? We measure in some
way its chance of “survival,” and judge the values of all proposed developments
by their effects on this chance. We know what “survival” means in the homeo-
stat: we must apply the same concept to DAMS. . ..

The method deserves some comment. First notice that it totally abandons
any pretence to “understand” the assembly in the “blue-print” sense. When
the system becomes highly developed the constructor will be quite unable to
give a simple and coherent account of why it does as it does. . . . Obviously in
these circumstances the words “understand” and “explain” have to receive new
meanings.

This rejection of the “blue-print” attitude corresponds to the rejection of
the “blue-print” method in the machine itself. One is almost tempted to dog-
matise that the Darwinian machine is to be developed only by the Darwinian
process! (there may be more in this apothegm than a jest). After all, every new
development in science needs its own new techniques. Nearly always, the new
technique seems insufficient or hap-hazard or plain crazy to those accustomed
to the old techniques.

If I can, by this method, develop a machine that imitates advanced brain
activities without my being able to say how the activities have arisen, I shall be
like the African explorer who, having heard of Lake Chad, and having sought
it over many months, stood at last with it at his feet and yet, having long since
lost his bearings, could not say for the life of him where in Africa Lake Chad

was to be found.

This is a remarkable passage of ontological reflection, which gets us back
to the cybernetic discovery of complexity from a new angle. Like Walter’s
tortoise, the homeostat had been designed in detail from the ground up—the
blueprint attitude—and this approach had been sufficient, inasmuch as the
two machines did simulate performances of the adaptive brain. My argument
was, however, that when constructed, they remained to a degree imperme-
able Black Boxes, displaying emergent properties not designed into them (the
tortoise), or otherwise opaque to analysis (the multihomeostat setup). But it
was only with DAMS that Ashby had to confront this discovery of complexity
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head-on. And in this passage, he takes this discovery to what might be its logi-
cal conclusion. If, beyond a certain degree of complexity, the performance of
amachine could not be predicted from a knowledge of its elementary parts, as
proved to be the case with DAMS, then one would have to abandon the mod-
ern engineering paradigm of knowledge-based design in favor of evolutionary
tinkering—messing around with the configuration of DAMS and retaining
any steps in the desired direction.* The scientific detour away from and then
back to performance fails for systems like these.

The blueprint attitude evidently goes with the modern ontological stance
that presumes a knowable and cognitively disposable world, and Ashby’s
thoughts here on going beyond design in a world of mechanisms evolving
quasi-organically once more make the point that ontology makes a difference,
now at the level of engineering method. We can come back to this point in
later chapters.

Ashby never reached the shores of Lake Chad, but one feature of DAMS’s
performance did become important to his thinking: a behavior called “habitua-
tion.” In his only published discussion of DAMS, after a discussion of DAMS it-
self, Ashby turns to a theoretical argument, soon to appear in Design for a Brain,
that he claims is generally applicable to any “self-switching network, cortex or
D. A. M. S. or other, . . . no matter in what random pattern the parts are joined
together and no matter in what state its ‘memories’ have been left by previous
activities.” This argument has two parts: first, that a system like DAMS will
naturally split itself up into subsystems that “tend to be many and small rather
than few and large”; and second, that such a system becomes habituated to a re-
peated stimulus, inamsuch as “it will tend to set its switches so that it is less, rather
than more, disturbed by it.” Then Ashby returns to his machines, noting first
that the latter effect had been demonstrated on the homeostat, where, indeed,
it is true almost by definition: the first application of any stimulus was liable
to provoke a large response—the tripping of the unselectors—while once the
homeostat had found an equilibrium configuration, its response to the same
stimulus would be small: a damped oscillation returning to the equilibrium
state. By 1951, Ashby could also remark that this property “is already showing
on the partly-constructed D. A. M. S” (1951, 4, 5; Ashby’s italics).

Ashby regarded habituation in his machines as support for his general ap-
proach to the brain. “In the cerebral cortex this phenomenon [of diminishing
response to a stimulus] has long been known as ‘habituation.’ It is in fact not
restricted to the cerebral cortex but can be observed in every tissue that is ca-
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pable of learning. Humphrey considers it to be the most fundamental form of
learning” (1951, 5). But, as Ashby put it in Design for a Brain, “The nature of
habituation has been obscure, and no explanation has yet received general ap-
proval. The results of this chapter suggest that it is simply a consequence of the
organism’s ultra-stability, a by-product of its method of adaptation” (1952, 152).%
The significance of this observation is that Ashby had gone beyond the simple
mimicry of adaptation to a novel result—discovering the go of a phenomenon
that hitherto remained mysterious.* And in his journals, Ashby took this line of
thought still further. Reflecting on DAMS on 22 May 1952 (p. 3829), he arrived
at an analysis of “dis-inhibition” (he writes it in quotes): “The intervention of a
second stimulus will, in fact, restore the 6-response to its original size. This is a
most powerful support to my theory. All other theories, as far as I know, have to
postulate some special mechanism simply to get dis-inhibition.”*

If DAMS never reached the promised land and Ashby never quite reached
Lake Chad, then, certainly the DAMS project led to this one substantive re-
sult: an understanding of habituation and how it could be undone in ultra-
stable machines. We can come back to this result when we return to Ashby’s
psychiatric concerns.

I can add something on the social basis of Ashby’s research in the DAMS era
and its relation to the trajectory of his research. In the early 1950s, Pierre de
Latil visited the leading cyberneticians of the day, including Walter as well as
Ashby, and wrote up a report on the state of play as a book, Thinking by Ma-
chine: A Study of Cybernetics, which appeared in French in 1953 and in English
in 1956, translated by Frederick Golla’s daughter, Yolande. De Latil recorded
that “Ashby already considers that the present DAMS machine is too simple
and is planning another with even more complex action. Unfortunately,
its construction would be an extremely complex undertaking and is not to
be envisaged for the present” (de Latil 1956, 310). I do not know where the
money came from for the first versions of DAMS, but evidently cost became a
problem as Ashby began to aim at larger versions of it. On an ill-starred Friday
the 13th in September 1957, Ashby noted to himself, “As the RMPA [Royal
Medico-Psychological Association] are coming to B. H. [Barnwood House]
in May 1960 I have decided to get on with making a DAMS for the occasion,
doing as well as I can on the money available. By building to a shoddiness that
no commercial builder would consider, I can probably do it for far less than
a commercial firm would estimate it at.” Clearly, by this time Ashby’s hobby
was turning into a habit he could ill afford and remained a hobby only for lack
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of institutional support.*® That his work on DAMS had lapsed for some time
by 1957 is evident in the continuation of the note: “In addition, my theoretical
grasp is slowly getting bogged down for lack of real contact with real things.
And the deadline of May 1960 will force me to develop the practical & im-
mediate” (p. 5747).

Ashby’s strained optimism of 1957 was misplaced. A year later, on 29 Sep-
tember 1958, we find him writing (pp. 6058—-60): “The new DAMS . . . having
fizzled out, a new idea occurs to me today—why not make a small DAMS,
not for experimental purposes but purely for demonstration. . . . The basic
conception is that all proofs are elsewhere, in print probably; the machine is
intended purely to enable the by-stander to see what the print means & to get
some intuitive, physical, material feeling for what it is about. (Its chief virtue
will be that it will teach me, by letting me see something actually do the things
I think about.) Summary: Build devices for demonstration.” The drift in this
passage from DAMS to demonstration machines is significant. After a break,
the same journal entry continues poignantly: “The atmosphere at Namur
(Internatl. Assoc. for Cybs., 2—9 Sep.) showed me that I am now regarded
more as a teacher than as a research worker. The world wants to hear what I
have found out, & is little interested in future developments. Demonstration
should therefore be my line, rather than exploration. In this connexion it oc-
curs to me that building many small machines, each to show just one point,
may be easier (being reducible) than building a single machine that includes
the lot. Summary: Build small specialist machines, each devised to show one
fact with perfect clarity”” A formally beautiful but personally rather sad tech-
nosocial adjustment is adumbrated in this note. In it, Ashby responds to two
or possibly three resistances that he felt had arisen in his research. The one
that he failed to mention must have been his lack of technical success in de-
veloping DAMS as a synthetic brain. The second was the escalating cost and
lack of commensurate institutional support for developing DAMS, as just dis-
cussed. And the third was what he perceived, at least, to be a developing lack
of interest in his research in the European cybernetics community. How far he
was correct in this perception is difficult to judge; it is certainly true, however,
that youngsters like Stafford Beer and Gordon Pask were bursting onto the
scene by the late 1950s—Beer was thirty-four in 1958, Pask thirty-two; Ashby
was becoming a grand old man of cybernetics at the age of fifty-four. And all of
these resistances were accommodated by Ashby’s strategy. Technically, build-
ing small demonstration machines presented him with a finite task (unlike
the never-ending difficulties with DAMS as a research machine), reduced the

cost to a bearable level, and, socially, positioned Ashby as a pedagogue.
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In important respects, Ashby went through with this plan. Especially at the
University of Illinois in the 1960s, his demonstration machines became leg-
endary, as did his qualities as a pedagogue.?” It is certainly not the case that he
gave up his research after 1958—his “hobby” was always his raison d’étre—but
his major subsequent contributions to cybernetics and systems theory were
all in the realm of theory, as foreshadowed in the first quotation above. As a
full professor at a major American university, Ashby’s funding problems ap-
pear to have been significantly alleviated in the 1960s, and there is one indi-
cation that he returned then to some version of DAMS as a research project.
In an obituary, Oliver Wells recalled that Ashby’s “love of models persuaded
von Foerster to have constructed what was called the ‘“The Grandfather Clock’
which was designed as a seven foot noisy model of state-determined complex
‘systems’ running through trajectories of cycles of stabilisation and ‘random-
ness’” (Wells 1973). One has to assume that nothing significant emerged from
this project; like the English DAMS, it was never the subject of anything that
Ashby published.

The stars were in a strange alignment for Ashby in the late 1950s. Immedi-
ately after the deflationary post-Namur note he added an interstitial, undated
note which reads: “Here came the Great Translation, from a person at B. H.
to Director at B. N. L. [the Burden] (Appointment, but no more till May '59)”
(p. 6060). But now we, too, can take a break and go back to madness.

Madness Revisited

At the beginning of this chapter I noted that Ashby’s career in Britain was
based in mental institutions and that he was indeed active in research related
to his profession, publishing many papers on explicitly psychiatric topics. I
want now to discuss the relation between the two branches of Ashby’s work,
the one addressed to questions of mental illness and the cybernetic work dis-
cussed in the preceding sections.

My starting point is Ashby’s 1951 assertion, already quoted, that his cyber-
netics, as developed in his journal, “was to me merely a delightful amusement,
ahobby I could retreat to, a world where I could weave complex and delightful
patterns of pure thought.” This assertion deserves to be taken seriously, and
it is tempting to read it as saying that his cybernetic hobby had nothing to
do with his professional research on pathological brains and ECT. It is also
possible to read his major works in cybernetics, above all his two books, as
exemplifications of this: there is remarkably little of direct psychiatric inter-
est in them. The preceding discussions of the homeostat and DAMS should
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likewise make clear that this aspect of Ashby’s work had its own dynamic. I
nevertheless want to suggest that this reading is untenable, and that there
were in fact interesting and constitutive relationships between the two
branches of Ashby’s oeuvre—that psychiatry was a surface of emergence and
return for Ashby’s cybernetics, as it was for Walter’s.

We can start by noting that in the 1920s Englishmen took up many hob-
bies, and theorizing the adaptive brain is hardly the first that comes to mind.
If in 1928 Ashby had taken up stamp collecting, there would be nothing more
to say. But it is evident that his professional interests structured his choice of
hobby. If his cybernetics, as discussed so far, was an attempt to understand
the go of the normal brain, then this related to his professional concerns with
mental illness, at minimum, as a direct negation rather than a random es-
cape route. More positively, Ashby’s materialism in psychiatry, shared with
Golla and Walter, carried over without negation into his hobby. The hobby
and the professional work were in exactly the same space in this respect. And
we should also remember that in medicine the normal and the pathological
are two sides of the same coin. The pathological is the normal somehow gone
out of whack, and thus, one way to theorize the pathological is first to theorize
the normal. The correlate of Ashby’s interest in adaptation, in this respect,
is the idea going back at least to the early twentieth century, that mental ill-
nesses can be a sign of maladaptation (Pressman 1998). Simply by virtue of
this reciprocal implication of the normal and the pathological, adaption and
maladaptation, it would have been hard for Ashby to keep the two branches of
his research separate, and he did not.

The most obvious link between the two branches of Ashby’s research is that
most of Ashby’s early cybernetic publications indeed appeared in psychiatric
journals, often the leading British journal, the Journal of Mental Science. And,
as one should expect, all of these papers gestured in one way or another to the
problems of mental illness. Sometimes these gestures were largely rhetorical.
Ashby would begin a paper by noting that mental problems were problems
of maladaptation, from which it followed that we needed to understand ad-
aptation, which would lead straight into a discussion of tilted cubes, chicken
incubators, beads and elastic, or whatever. But sometimes the connections
to psychiatry were substantial. Even Ashby’s first cybernetic publication, the
1940 essay on dynamic equilibrium, moves in that direction. Ashby there dis-
cusses the “capsule” which controls the fuel flow in a chicken incubator and
then asks what would happen if we added another feedback circuit to control
the diameter of the capsule. Clearly, the capsule would not be able to do its
job as well as before, and the temperature swings would be wilder. Although
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Ashby does not explicitly make the point, this argument about “stabilizing
the stabilizer” is of a piece with the conventional psychiatric idea that some
mental fixity lies behind the odd behavior of the mentally ill—mood swings,
for example. What Ashby adds to this is a mechanical model of the go of it.
This simple model of the adaptive brain can thus be seen as at once a model
for thinking about pathology, too. Likewise, it is hard not to relate Ashby’s
later thoughts on the density of connections between homeostat units, and
their time to reach equilibrium, with lobotomy. Perhaps the density of neural
interconnections can somehow grow so large that individuals can never come
into equilibrium with their surroundings, so severing a few connections surgi-
cally might enable them to function better. Again, Ashby’s understanding of
the normal brain immediately suggests an interpretation of mental pathology
and, in this case, a therapeutic response.

Ashby often failed to drive home these points explicitly in print, but that
proves very little. He contributed, for example, the entry “Cybernetics” to
the first Recent Progress in Psychiatry to appear in Britain after World War II
(Fleming 1950).% There he focused on pathological positive feedback in com-
plex machines—“runaway”—as a model for mental illness, leading up to a
lengthy discussion of the stock ways of curing such machine conditions: “to
switch the whole machine off and start again,” “to switch out some abnor-
mal part,” and “to put into the machine a brief but maximal electric impulse”
(Ashby 1950b, 107). We saw this list before in the previous chapter, and when
Walter produced it he was not shy of spelling out the equivalences to sleep
therapy, lobotomy, and ECT, respectively. Given a pulpit to preach to the psy-
chiatric profession, Ashby could bring himself to say only, “These methods of
treatment [of machines] have analogies with psychiatric methods too obvious
to need description” (1950b, 107).

To find more specific and explicit connections between Ashby’s cyber-
netics and his professional science, it is interesting to begin with a paper I
mentioned before, his 1953 essay “The Mode of Action of Electro-convulsive
Therapy” (Ashby 1953a). As I said, the body of this paper is devoted to re-
porting biochemical observations on rats that had beeen subjected to electro-
shock, and the theoretical introduction accordingly lays out a framework for
thinking about ECT and brain chemistry. But Ashby also throws in a second

possible interpretation of the action of ECT:

There is a possibility that E. C. T. may have a direct effect on the cortical ma-
chinery, not in its biochemical but in its cybernetic components. . . . It has been

shown [in Design for a Brain] that one property such systems [of many interacting
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elements] will tend to show is that their responses . . . will tend to diminish.
When the stimulus is repeated monotonously, the phenomenon is well known
under the name of “habituation.” We can also recognise, in everyday experi-
ence, a tendency for what is at first interesting and evocative to become later
boring and uninspiring. Whether the extreme unresponsiveness of melancholia
is really an exaggeration of this process is unknown, but the possibility deserves
consideration. What makes the possibility specially interesting is that the theory
of such statistical systems makes it quite clear that any complex network that
has progressed to a non-responding state can, in general, be made responsive
again by administering to it any large and random disturbance. The theory also
makes clear that such a disturbance will necessarily disturb severely the sys-
tem’s memory: the parallel with E. C. T’s effect on memory is obvious. Whether,

however, E. C. T. acts in essentially this way is a question for the future.

This passage is remarkable in at least two ways. First, it does not belong
in Ashby’s essay at all. If taken seriously, it undercuts the entire rationale for
the biochemical investigations reported there. Second, and more important
in the present context, it makes an explicit connection between Ashby’s cy-
bernetics and his work on DAMS on the one hand, and his interest in ECT
and its functioning on the other, and we can return to DAMS here.* A journal
entry of 25 August 1951 records that “while working with DAMS I found I was
unconsciously expecting it to Tun down, then I realised what was happening,
& that my expectation was not unreasonable, was a new idea in fact” Then
follows the first discussion of “habituation” in DAMS (though Ashby does not
use the word here): “there is therefore a tendency for the neons to change
their average ‘readiness’ from ‘more’ to ‘less.”” And Ashby immediately moves
from this observation to a consideration of the antidotes to habituation: “After
this initial reserve of changeable neons has been used up the system’s pos-
sibilities are more restricted. The only way to restore the possibilities is to
switch the set off, or perhaps to put in some other change quite different
from those used during the routine. This fact can obviously be generalised to
a principle.” As just mentioned, there was a stock equation in the cybernetics
of this period between switching off a machine and sleep therapy for mental
illness, though Ashby does not comment on this in his note. However, there
then follows a quick sketch of the argument that in its response to a new and
different input, DAMS will regain its prehabituation sensitivity to the old one,
after which Ashby concludes: “Summary: A multistable system tends to lose

reactivity, which will often be restored by applying some strong, but unre-
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lated stimulus, at the cost of some forgetting. ? Action of E. C. T. (Corollary
P- 3464)” (Pp- 3434-3437).

This is the argument Ashby relied upon above but did not provide in his
1953 essay on the functioning of ECT, but here we find it right in the heartland
of his hobby, engaging directly with his major cybernetic project of the early
1950s, DAMS. And it is revealing to follow this story a little further in his
journal. The reference forward from the last note takes us to a journal entry
dated 12 September 1951, which begins, “From p. 3464, it is now obvious how
we make DAMS neurotic: we simply arrange the envt. so that it affects two
(or more) essl. variables so that it is impossible that both should be satisfied.”
Page 3464 in fact takes us to a discussion of Clausewitz, which I will come
back to in the next section. In this entry, though, Ashby draws a simple circuit
diagram for DAMS as subject to the conflicting demands of adapting to two
different voltages at once (fig. 4.10) and comments that “both EV.s will now
become very noisy,” seeking first to adapt to one voltage and then the other,
“and the system will be seriously upset. It is now very like a Masserman cat
that must either starve or get a blast in the face. The theme should be easily
developed in many ways” (pp. 3462-63). We thus find ourselves explicitly
back in the psychiatric territory I associated in the previous chapter with Grey
Walter and the CORA-equipped tortoise, now with DAMS as a model of neu-
rosis as well as normality and of the functioning of ECT.*

Ashby’s journal entry refers forward to another dated 22 September 1951,
where Ashby remarks that DAMS will simply hunt around forever when posed
an insoluble problem, but that “the animal, however, . . . will obviously have
some inborn reflex, or perhaps several, for adding to its resources. . . . A snail
or tortoise may withdraw into its shell. . . . The dog may perhaps simply bite
savagely. . . . A mere total muscular effort—an epileptic fit—may be the last
resort of some species. . . . My chief point is that the symptoms of the un-
solvable problem, whether of aggression, of apathy, of catatonia, of epilepsy,
etc are likely to be of little interest in their details, their chief importance
clinically being simply as indicators that an unsolvable problem has been set”
(pp- 3479—81). Here Ashby covers all the bases, at once addressing a whole range
of pathological clinical conditions, while dismissing the importance of symp-
toms in favor of his cybernetic analysis of the underlying cause of all of them—
and, in the process, perhaps putting down Grey Walter, for whom epilepsy—“a
mere total muscular effort”—was a major research field in its own right.

Habituation and dehabituation, then, were one link between Ashby’s
cybernetics and his psychiatry, and, indeed, it is tempting to think that the
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Figure 4.10. “How DAMS can be made neurotic.” Source: Ashby’s journal, entry dated

12 September 1951 (p. 3463). (By permission of Jill Ashby, Sally Bannister, and
Ruth Pettit.)

possibility of this link explains some of the energy Ashby invested during the
1950s in this otherwise hardly exciting topic. But it is worth emphasizing that
it was by no means the only possible link that Ashby discerned. To get at the
range of his thinking it is enough to look at his published record, and here
we can focus on a 1954 paper, “The Application of Cybernetics to Psychiatry”
(Ashby 1954).* This tentatively outlines several different ways of thinking
cybernetically about mental illness. I will just discuss a couple.*?

One carried further Ashby’s theorizing of the chemistry of electroshock.
As mentioned at the beginning of this chapter, Ashby’s own measurements
had shown, he believed, that electroshock was followed by “a brisk outpour-
ing of steroids.” Here the question addressed was this: The level of steroids
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in the brain is presumably a quantity which varies continuously, up or down.
Insanity, in contrast, appears to be dichotomous—one is either mad or not.
How then can a continuous cause give rise to a discontinuous effect? “What
is not always appreciated is that the conditions under which instability ap-
pears are often sharply bounded and critical even in a system in which every
part varies continuously. . . Every dynamic system is potentially explosive. . . .
These facts are true universally. . . . They are necessarily true of the brain”
(1954, 115-16). And Ashby had, in fact, addressed this topic mathematically
in a 1947 paper (Ashby 1947). There he considered a complex system con-
sisting of interlinked autocatalytic chemical reactions of three substances,
with rates assumed to be controlled by the presence of some enzyme, and
he showed by numerical computation that there was an important threshold
in enzyme concentration. Below that threshold, the concentration of one of
the reacting chemicals would inevitably fall to zero; above the threshold, the
concentration would rise to unity. This mathematical result, then, showed
in general how discontinuous effects can emerge from continuous causes,
and, more specifically, it shed more light on the possible go of ECT—how
the outpouring of steroids might conceivably flip the patient’s brain into a
nonpathological state.®

The other suggestion was more directly cybernetic. Ashby supposed that
when the essential variables exceed their limits in the brain they open a chan-
nel to signals from a random source, which in turn pass into the cortex and
initiate homeostat-like reconfigurations there (fig. 4.11). Both the source and
the channel were supposed to be real anatomical structures (1954, 120): “V
[the random source] could be small, perhaps even of molecular size. It won't
be found until specially looked for. The channel U [carrying the random signal
to the cortex], however, must be quite large. . . . One thinks naturally of a tract
like the mammillo-thalamic . . . [and] of the peri-ventricular fibres . . . but
these matters are not yet settled; they offer an exceptional opportunity to any
worker who likes relating the functional and the anatomical.” And, having hy-
pothesized this cybernetic channel U, Ashby was in a position to describe the
pathologies that might be associated with it. If it was unable to carry sufficient
information, the brain would be unable to change and learn from its mistakes,
while if it carried too much, the brain would be continually experimenting
and would never reach equilibrium—conditions which Ashby associated with
melancholia and mania, respectively. Here then, he came back to the idea that
he had unsuccessfully explored in the 1930s—that there exists an identifiable
organic basis for the various forms of mental pathology—but now at a much
greater level of specificity. Instead of examining gross features of brains in
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Figure 4.11. The brain as homeo-
stat. Signals from the essential vari-
ables (E.V., top right) open the chan-
nel U to the random source (V, bottom
right) . Reproduced with permission from
W. R. Ashby, “The Application of Cy-
bnernetics to Psychiatry,” Journal of
Mental Science, 100 (1954), 120. (e 1954

The Royal College of Psychiatrists.)

pursuit of differences, one should above all look for this channel U and its
possible impairments. This idea that the brain contains a special organ to ac-
complish its homeostatic adaptations—a whole new kind of bodily structure
lying outside the classifications of contemporary medical and biological sci-
ence—is a striking one. As far as I know, however, no one took this suggestion
up in anatomical research.

There is more to be said about Ashby’s cybernetic psychiatry, but that will
take us in different directions, too, so I should briefly sum up the relation be-
tween his cybernetics and psychiatry as we have reviewed it thus far. First, as I
said of Grey Walter in the previous chapter, psychiatry was a surface of emer-
gence for Ashby’s cybernetics: his cybernetics grew out of psychiatry, partly
by a reversal (the normal instead of the pathological brain as the focus of his
hobby) but still remaining in the same space (the normal and the pathological
as two sides of the same coin). There is no doubt that Ashby’s hobby repre-
sented a significant detour away from the mental hospital in his thinking; as I
said, his cybernetic research had its own dynamics, which cannot be reduced
to a concern with mental illness. But still, psychiatry remained very much
present in Ashby’s cybernetics as a potential surface of return. Especially dur-
ing his years at Barnwood House, 194759, the key years in the flowering of
his cybernetics, Ashby was more than ready to see how his cybernetics could
grow back into psychiatry. And we should not see this as some cynical maneu-
ver, simply pandering to the profession that paid him. The appearance of psy-
chiatric concerns in his journal—where, for example, his wife and children
never get alook in, and where his own appointment to the directorship of the
Burden only warranted an interstitial remark—testifies to his own continu-
ing interest in psychiatry. This, I believe, is how we should think of the rela-
tion between cybernetics and psychiatry in Ashby’s work: psychiatry as both
a surface of emergence and return for a cybernetics that was, nevertheless, a

scientific detour away from it.**
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Adaptation, War, and Society
SUPPOSE WE CONSIDERED WAR AS A LABORATORY?

THOMAS PYNCHON, GRAVITY'’S RAINBOW

We have been following the development of Ashby’s cybernetics as a science
of the brain, but I mentioned at the start the instability of the referent of his
work, and now we can pick up this thread. In the next section I will discuss
Ashby’s transformation of cybernetics into a theory of everything, but first I
want to follow some passages in Ashby’s journal that constitute more focused
extensions of his cybernetics into the field of the social—specifically, ques-
tions of war and planning. These interest me for two reasons. First, they are
further manifestations of the protean character of cybernetics, spilling over
beyond the brain. Second, Ashby’s thoughts on war and planning manifest
diametrically opposed ways—asymmetric and symmetric, respectively—of
imagining adaptation in multiagent systems. This is an important contrast
we need to keep in mind for the rest of the book. Ashby assimilated psychia-
try to the asymmetric adaptation he associated with warfare, while we will
see that Bateson and Laing took the other route, emphasizing a symmetry
of patient and therapist (and Beer and Pask also elaborated the symmetric
stance). This difference in stance goes to the heart of the difference between
the psychiatry of Ashby and Walter and the “antipsychiatry” of Bateson and
Laing.

Ashby started making notes on DAMS on 11 August 1950, and one of his
lines of thought immediately took on a rather military slant. In the long sec-
ond note he wrote that day he began to struggle with the central and enduring
problem of how DAMS could associate specific patterns of its inner connec-
tions with specific environmental stimuli—something he took to be essential
if DAMS was to accumulate adaptations. Clearly, DAMS would have to ex-
plore its environment and find out about it in order to adapt, and “[when]one
is uncomfortable [there] is nothing other than to get restless. (3) Do not suffer
in silence: start knocking the env{ironmen]t about, & watch what happens
to the discomfort. (4) This is nothing other than ‘experimenting’: forcing
the environment to reveal itself. (5) Only by starting a war can one force the
revelation of which are friends & which foes. (6) Such a machine does not
solve its problems by thinking, just the opposite: it solves them by forcing
action. . .. So, in war, does one patrol to force the enemy to reveal himself and
his characteristics” (p. 2971).
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A year later, we find similar imagery. “A somewhat fearsome idea!” begins
the entry for 7 September 1951 (pp. 3451-52):

In evolution, the fact that survival rules everything means that organisms will
not only develop those features that help them to survive against their envi-
ronment but will also force them to develop those features that help them to
survive against each other. The “killer” Paramecium, or the aggressive male
stag, is favoured as compared with its more neutral neighbours. . . . If the ce-
rebral cortex evolves similarly, by “survival” ruling everything in that world
of behaviour & subsystems, then those subsystems should inevitably become
competitive under the same drive. . . . In a really large cortex I would expect
to find, eventually, whole armies of subsystems struggling, by the use of higher

strategy, against the onslaught of other armies.

Ashby was a great reader, and his next note on the following day begins thus
(pp- 3452-7):*

I have always held that war, scientific research, and similar activities, being
part of the organism’s attempt to deal with its environment, must show, when
efficient & successful, the same principles that are used by the organism in
its simpler & more direct interactions with an environment. I have hunted
through the Public Library for some book on the essentials of military method,
but could find nothing sufficiently abstract to be usable. So I borrowed “Clause-
witz.” Here is my attempt to translate his principles into the psychological.
He starts “What is war? War is an art of violence, and its object is to compel
our opponent to comply with our will. Comment: Clearly he means that step-

functions must change, and those are not to be ours.

War among the homeostats! It is worth continuing this passage. Ashby
remarks that the approximate symmetry between opponents in war (he is
thinking of old-fashioned wars like World War II) “is quite different from the
gross asymmetry usually seen in the organism-environment relation,” and

continues:

Where, then, do we find such a struggle between equals? Obviously in a multi-
stable system between adapted sub-systems, each of which, being stable, “tries”
to force the other to change in step-functions. . . . If two systems interact, how
much information should each admit? . . . If [ am wrestling, there is a great prac-

tical difference between (1) getting information by looking at my opponent with
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open eyes and (2) setting his hands around my throat & feeling what he is going
to do. Obviously the difference is due to the fact that effects from the throat-
gripping hands go rapidly & almost directly to the essential variables, whereas
the effects from the retina go through much neural network & past many effec-
tors before they reach the EV.s. In war, then, as discussed by Clausewitz, we
must assume that the systems have essential variables. Is this true of the cortical
sub-systems? Probably not if we are talking about purely cortical sub-systems. . . .
It would, however, be true of subsystems that have each some of the body’s es-
sential variables and that are interacting: [see fig. 4.12]. Now we have something

like two armies struggling. . . . Summary: The art of war—in the cortex.

What should we make of these ruminations? The first point to note is the
extension of Ashby’s ontological vision: here warfare and brain processes are
understood on the same basic plan, as the interaction of adaptive entities. But
second, an asymmetry has entered the picture. Warfare, on Ashby’s reading of
Clausewitz, is not a process of reciprocal adaptation: in war each party seeks to
remain constant and to oblige the other to adapt.*® Third, it is evident that in
the early 19505 Ashby’s cybernetics evolved in a complex interplay between his
thinking on war and brain science and his struggles with DAMS. And, further-
more, we can get back to the topic of the previous section by throwing psychia-
try back into this heady mix. Figure 4.12, for example, is almost identical to a
circuit diagram that Ashby drew four days later, except that there the central
box was labeled “DAMS.” This latter figure was reproduced above as figure
4.10, which I labeled with a quotation from Ashby, “how DAMS can be made
neurotic.” We thus return very directly to the topics of psychiatry, once more in
the heartland of Ashby’s journal. In this phase of his research, then, it is fair to
say that DAMS, adaptation, war, and neurosis were bound up together. Ashby’s
thinking on each was productively engaged with his thoughts on the other.

This line of thought on Clausewitz and war never made it explicitly into
Ashby’s published writings, and I have not tracked its evolution systematically
through his journal, but it makes a striking reappearance seven years later,
in the entry immediately following the note that he had just been appointed
director of the Burden. On 3 November 1958 he remarked (pp. 6061-2) that

treating a patient is an imposition of the therapist’s will on the patient’s; it is
therefore a form of war. The basic principles of war are therefore applicable.
They may actually be very useful, for an opposing army is like a patient in that
both are [very complex, inherently stable, etc.]. A basic method much used in

war is to use a maximal concentration of all possible forces on to a small part,
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War among subsystems in the cortex. Source: Ashby’s journal,

entry

dated 8 September 1951 (p. 3456). (By permission of Jill Ashby, Sally Bannister,
and Ruth Pettit.)

to try to get it unstabilised. The gain here may be semi-permanent, so that,

with this holding, the forces can then attack another point. With this in mind,

a Blitz-therapy would be characterised by:- (1) Use of techniques in combi-

nation, simultaneously. E.g. LSD, then hypnosis while under it, & ECT while

under the hypnosis. (2) Not waiting to “understand” the patient’s pathology

(psycho-, somato-, neuro-) but hitting hard & seeing what happens. (3) Get

a change anyhow, then exploit it; when it comes to a stop, take violent action

to get another change somehow. (4) Get normal every point you possibly can.

(5) Apply pressure everywhere & notice whether any part of the psychosis

shows signs of cracking. (6) Let the psychiatric team focus on one patient, oth-

ers being ignored meanwhile. Summary: Blitz-therapy.
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LSD, hypnosis and electroshock. . . . As I said of Grey Walter in the previous
chapter, Ashby was hardly one of Deleuze and Guattari’s disruptive nomads
within the world of professional psychiatry, and we can no doubt understand
that along similar lines. But this horrendous image of “Blitz-therapy”—what a
combination of words!—does help to bring to the fore a characteristic feature
of British psychiatry in the 1950s which is worth emphasizing for future refer-
ence, namely its utter social asymmetry. In Ashby’s world, it went without say-
ing that the only genuine agents in the mental hospital were the doctors. The
patients were literally that, subject to the will of the psychiatrist, whose role
was to apply whatever shocks might jolt the mentally ill into a homeostat-like
change of state. In this world, Blitz-therapy and the association between psy-
chiatry and war made perfect sense, psychiatrically and cybernetically. In the
next chapter we can explore the form of psychiatry that took the other fork
in the road, on the model of symmetric and reciprocal adaptation between
patient and psychiatrist.*”

One can see Ashby’s military musings as a drift toward a more general social
elaboration of his cybernetics. War, as Ashby thought of it, following Clause-
witz, was an extreme form that the relations between adaptive systems might
take on, but it was not the only form. I have been quoting from Ashby’s notes
on DAMS, psychiatry, and warfare from early September 1951, and right in the
middle of them is an entry dated 12 September, which begins, “On arranging
a society” (pp. 3460-62): “Here is an objection raised by Mrs Bassett, which
will probably be raised by others. May it not happen for instance that the plan-
ner will assume that full mobility of labour is available, when in fact people
don't always like moving: they may have friends in the district, they may like
the countryside, they may have been born and bred there, or they may dislike
change. What is to stop the planner riding rough-shod over these ‘uneco-
nomic’ but very important feelings?” Mrs. Bassett was, I believe, a researcher
at the Burden Neurological Institute with whom Ashby later published a pa-
per on drug treatment for schizophrenia (Ashby, Collins, and Bassett 1960).
She was evidently also an early spokeswoman for the Big Brother critique of
cybernetics, and her argument drove Ashby to think about real everyday social
relations:

The answer, of course, is that one sees to it that feedback loops pass through the
people so that they are fully able to feel their conditions and to express opin-

ions and take actions on them. One of the most important class of “essential
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variables” in such a society would be those that measure the “comfort” of the
individual. . .. It is obvious that the original objection was largely due to a belief
that the planner must understand every detail of what he plans, & that there-
fore the Plan must be as finite as the intelligence of the Planner. This of course
is not so. Using the principles of the multistable system it should be possible to
develop, though not to understand, a Plan that is far superior to anything that
any individual can devise. Coupled with this is the new possibility that it can be

self-correcting. Summary: Society.

Here we see the usual emphasis on performativity as prior to representation,
even in planning—“though not to understand”—and temporal emergence,
but expressed now in a much more socially symmetric idiom than Ashby’s re-
marks on warfare and psychiatry. Now planners do not dictate to the planned
how their lives will develop; instead planners and planned are envisaged as
more or less equivalent parts of a single multistable system, entangled with
one another in feedback loops from which transformations of the plan con-
tinually emerge. The image is the same as the vision of evolutionary design
that Ashby articulated in relation to DAMS, transferred from the world of ma-
chines to that of people—now social designs and plans are to be understood
not as given from the start and imposed on their object but as growing in the
thick of things.

This is just one entry in Ashby’s journal. He never systematically developed
a cybernetic sociology. I mention it now because these remarks can serve as
an antidote to the idea that Ashby’s only vision of society was warfare, and,
more important, because here he crudely sketches out a symmetric cybernetic
vision of society that we shall see elaborated in all sorts of ways in the follow-
ing chapters.

In conclusion, however, we can note that all traces of hierarchy were hardly
purged from Ashby’s thinking. The sentences that I skipped above contain
his reflections on just how “the people” should make themselves felt in the
feedback loops that pass through them. “The ‘comfort’ of the individual . . .
can easily be measured. One simply makes a rule that every protest or appeal
must be accompanied by a sum of money, & the rule is that the more you pay
the more effective will your appeal be. You can have a sixpenny appeal which
will adjust trivialities up to a hundred-pound appeal that will move moun-
tains.” This from a medical professional with a weakness for fast sports cars
in a class-ridden society recovering from the devastations of war. It would be

nice to think he was joking.
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Cybernetics as a Theory of Everything

From the late 1920s until well into the 1950s Ashby’s research aimed to under-
stand the go of the brain. But this project faltered as the fifties went on. As we
have just seen, Ashby’s ambition to build a synthetic brain came to grief over
his failure to get DAMS to accumulate adaptations. And, at the same time, as
we saw in the previous chapter, the psychiatric milieu in which Ashby’s cyber-
netics had grown started to shrink—as psychoactive drugs began to replace
ECT and whatever, and as the antipsychiatric reaction to materialist psychia-
try began to gain force. Where did those developments leave Ashby? Did he
just give up? Evidently not. His mature cybernetics—that for which he is best
remembered among cyberneticians today—in fact grew out of this smash-up,
in ways that I can sketch out.

We can begin with what I called the “instability of the referent” of Ashby’s
cybernetics. Even when his concern was directly with the brain, he very often
found himself thinking and writing about something else. His 1945 publica-
tion that included the bead-and-elastic device, for example, was framed as
a discussion of a “dynamic system” or “machine” defined as “a collection of
parts which (a) alter in time, and (b) interact on one another in some deter-
minate and known manner. Given its state at any one moment it is assumed
we know or can calculate what its state will be an instant later.” Ashby then as-
serted that “consideration seems to show that this is the most general possible
description of a ‘machine’. . . not in any way restricted to mechanical systems
with Newtonian dynamics” (1945, 14). Ashby’s conception of a “machine”
was, then, from early on exceptionally broad, and correspondingly content-
less, by no means tied to the brain. And the generality of this conception was
itself underwritten by a mathematical formalism he first introduced in his
original 1940 protocybernetic publication, the set of equations describing the
temporal behavior of what he later called a state-determined system, namely,

dx/dt = f(x,x,,...,x) fori=1,2,...,n,

where t stands for time, X, are the variables characterizing the system, and ﬁ is
some mathematical function of the x..

Since Ashby subsequently argued that almost all the systems described
by science are state-determined systems, one can begin to see what I mean
by the instability of the referent of his cybernetics: though he was trying to
understand the brain as a machine, from the outset his concept of a machine



146 :: CHAPTER FOUR

was more or less coextensive with all of the contents of the universe. And this
accounts for some of the rhetorical incongruity of Ashby’s early cybernetic
writings. For example, although it was published in the Journal of General Psy-
chology, Ashby’s 1945 bead-and-elastic essay contains remarkably little psy-
chological content in comparison with its discussion of machines. It opens
with the remark that “it is the purpose of this paper to suggest that [adaptive]
behavior is in no way special to living things, that it is an elementary and fun-
damental property of all matter,” it defines its topic as “all dynamic systems,
whether living or dead” (13), and it closes with the assertion that “this type of
adaptation (by trial and error) is therefore an essential property of matter, and
no ‘vital’ or ‘selective’ hypothesis is required” (24). One wonders where the
brain has gone in this story—to which Ashby’s answer is that “the sole special
hypothesis required is that the animal is provided with a sufficiency of breaks”
(19), that is, plenty of elastic bands. “The only other point to mention at pres-
ent is that the development of a nervous system will provide vastly greater
opportunities both for the number of breaks available and also for complexity
and variety of organization. Here I would emphasize that the difference . . . is
solely one of degree and not of principle” (20).

So we see that in parallel to his inquiries into the brain, and indeed con-
stitutive of those inquiries, went Ashby’s technical development of an entire
worldview —a view of the cosmos, animate and inanimate, as built out of state-
determined machines. And my general suggestion then is that, as the lines of
Ashby’s research specifically directed toward the brain ran out of steam in
the 1950s, so the cybernetic worldview in general came to the fore. And this
shift in emphasis in his research was only reinforced by the range of disparate
systems that Ashby described and analyzed in enriching his intuition about
the properties of state-determined machines. I have already mentioned his
discussions of chicken incubators and bead-and-elastic contrivances (the lat-
ter described as a “typical and clear-cut example of a dynamic system” [Ashby
19454, 15]). The homeostat itself was first conceived as a material incarnation
of Ashby’s basic set of equations; his analysis of discontinuities in autocata-
lytic chemical reactions, discussed above, likewise concerned a special case
of those equations. In Design for a Brain Ashby outlined the capabilities of a
homeostatic autopilot—even if you wire it up backward so that its initial ten-
dency is to destabilize a plane’s flight, it will adapt and learn to keep the plane
level anyway. And later in the book he spelled out the moral for evolutionary
biology—namely, that complex systems will tend over time to arrive at com-
plicated and interesting equilibriums with their environment. Such equilib-
riums, he argued are definitional of life, and therefore, “the development of
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life on earth must thus not be seen as something remarkable. On the contrary,
it was inevitable” (233)—foreshadowing the sentiments of Stuart Kauffman’s
book At Home in the Universe (1995) four decades in advance. Ashby’s single
venture into the field of economics is also relevant. In 1945, the third of his
early cybernetic publications was a short letter to the journal Nature, entitled
“Effect of Controls on Stability” (Ashby 1945b). There he recycled his chicken-
incubator argument about “stabilizing the stabilizer” as a mathematical
analysis of the price controls which the new Labour government was widely
expected to impose, showing that they might lead to the opposite result from
that intended, namely a destabilization rather than stabilization of the Brit-
ish economy.*® This reminds us that, as we have just seen, in his journal he
was also happy to extend his analysis of the multistable system to both social
planning and warfare.

Almost without intending it, then, in the course of his research into nor-
mal and pathological brains, Ashby spun off a version of cybernetics as a
supremely general and protean science, with exemplifications that cut right
across the disciplinary map—in a certain kind of mathematics, engineering,
chemistry, evolutionary biology, economics, planning, and military science
(if one calls it that), as well as brain science and psychiatry. And as obstacles
were encountered in his specifically brain-oriented work, the brain lost its
leading position on Ashby’s agenda and he turned more and more toward the
development of cybernetics as a freestanding general science. This was the
conception that he laid out in his second book, An Introduction to Cybernetics,
in 1956, and which he and his students continued to elaborate in his Illinois
years.*” I am not going to go in any detail into the contents of Introduction or
of the work that grew out of it. The thrust of this work was formal (in con-
trast to the materiality of the homeostat and DAMS), and to follow it would
take us away from the concerns of this book. I will mention some specific
aspects of Ashby’s later work in the following sections, but here I need to
say a few words specifically about An Introduction to Cybernetics, partly out
of respect for its author and partly because it leads into matters discussed in
later chapters.*

An Introduction to Cybernetics presents itself as a textbook, probably the
first and perhaps the last introductory textbook on cybernetics to be written.
It aims to present the “basic ideas of cybernetics,” up to and including “feed-
back, stability, regulation, ultrastability, information, coding, [and] noise”
(Ashby 1956, v). Some of the strangeness of Ashby’s rhetoric remains in it.
Repeatedly and from the very start, he insists that he is writing for “workers in
the biological sciences—physiologists, psychologists, sociologists” (1960, v)
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with ecologists and economists elsewhere included in the set. But just as real
brains make few appearances in Design for a Brain, the appearances of real
physiology and so on are notable by their infrequency in An Introduction to
Cybernetics. The truly revealing definition of cybernetics that Ashby gives is on
page 2: cybernetics offers “the framework on which all individual machines
may be ordered, related and understood.”"

An Introduction to Cybernetics is distinguished from Design for a Brain by one
major stylistic innovation, the introduction of a matrix notation for the trans-
formation of machine states in discrete time steps (in contrast to the continu-
ous time of the equations for a state-determined system). Ontologically, this
highlights for the reader that Ashby’s concern is with change in time, and,
indeed, the title of the first substantive chapter, chapter 2, is “Change” (with
subheadings “Transformation” and “Repeated Change”). The new notation is
primarily put to work in an analysis of the regulatory capacity of machines.
“Regulation” is one of the new terms that appeared in Ashby’s list of the basic
ideas of cybernetics above, though its meaning is obvious enough. All of the
machines we have discussed thus far—thermostats, servomechanisms, the
homeostat, DAMS—are regulators of various degrees of sophistication, acting
to keep some variables within limits (the temperature in a room, the essential
variables of the body). What Ashby adds to the general discussion of regula-
tion in An Introduction to Cybernetics, and his claim to undying eponymous
fame, is the law of requisite variety, which forms the centerpiece of the book
and is known to his admirers as Ashby’s law. This connects to the other novel
terms in An Introduction to Cybernetics’s list of basic ideas of cybernetics—in-
formation, coding, and noise—and thence to Claude Shannon’s foundational
work in information theory (Shannon and Weaver 1963 [1949]). One could, in
fact, take this interest in “information” as definitive of Ashby’s mature work.
I have no wish to enter into information theory here; it is a field in its own
right. But I will briefly explain the law of requisite variety.*

Shannon was concerned with questions of efficiency in sending messages
down communication channels such as telephone lines, and he defined the
quantity of information transmitted in terms of a selection between the total
number of possible messages. This total can be characterized as the variety of
the set of messages. If the set comprised just two possible messages—say, “yes”
or “no” in answer to some question—then getting an answer one way or the
other would count as the transmission of one bit (in the technical sense) of
information in selecting between the two options. In effect, Ashby transposed
information theory from a representational idiom, having to do with mes-
sages and communication, to a performative one, having to do with machines
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and their configurations. On Ashby’s definition, the variety of a machine was
defined precisely as the number of distinguishable states that it could take on.
This put Ashby in a position to make quantitative statements and even prove
theorems about the regulation of one machine or system by another, and pre-
eminent among these statements was Ashby’s law, which says, very simply,
that “only variety can destroy variety” (Ashby 1956, 207).

To translate, as Ashby did in An Introduction to Cybernetics, a regulator is a
blocker—it stops some environmental disturbance from having its full impact
on some essential variable, say, as in the case of the homeostat. And then it
stands to reason that to be an effective blocker one must have at least as much
flexibility as that which is to be blocked. If the environment can take on twenty-
five states, the regulator had better be able to take on at least twenty-five as
well—otherwise, one of the environment’s dodges and feints will get straight
past the regulator and upset the essential variable. I have stated this in words;
Ashby, of course, used his new machine notation as a means to a formal proof
and elaboration; but thus Ashby’s law.

To be able to make quantitative calculations and produce formal proofs
was a major step forward from the qualitative arguments of Design for a Brain,
in making cybernetics more recognizably a science like the modern sciences,
and it is not surprising that much of the later work of Ashby and his students
and followers capitalized on this bridgehead in all sorts of ways. It put Ashby
in a position, for example, to dwell repeatedly on what he called Bremer-
mann’s limit. This was a quantum-mechanical and relativistic estimate of the
upper limit on the rate of information processing by matter, which sufficed
to make some otherwise plausible accounts of information processing look
ridiculous—they could not be implemented in a finite time even if the entire
universe were harnessed just to that purpose.®® But there I am going to leave
this general topic; Ashby’s law will return with Stafford Beer in chapter 6.

Cybernetics and Epistemology

I have been exploring Ashby’s cybernetics as ontology, because that is where
his real originality and certainly his importance for me lies. He showed how
anonmodern ontology could be brought down to earth as engineering which
was also brain science, wth ramifications extending in endless directions.
That is what I wanted to focus on. But Ashby did epistemology, too. If the
Ur-referent of his cybernetics was preconscious, precognitive adaptation at
deep levels of the brain, he was also willing to climb the brain stem to discuss

cognition, articulated knowledge, science, and even painting and music, and
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I want just to sketch out his approach to these topics. I begin with what I take
to be right about his epistemology and then turn to critique.

How can we characterize Ashby’s vision of knowledge? First, it was a defla-
tionary and pragmatic one. Ashby insisted that “knowledge is finite” (Ashby
1963, 56). It never exceeds the amount of information on which it rests,
which is itself finite, the product of a finite amount of work. It is therefore a
mistake to imagine that our knowledge ever attains the status of a truth that
transcends its origins—that it achieves an unshakeable correspondence to
its object, as I would put it. According to Ashby, this observation ruled out
of court most of the contemporary philosophical discourse on topics like
induction that has come down to us from the Greeks. And, having discarded
truth as the key topic for epistemological reflection, he came to focus on
“the practical usefulness of models” (Ashby 1970, 95) in helping us get on
with mundane, worldly projects.> The great thing about a model, according
to Ashby, is that it enables us to lose information, and to arrive at something
more tractable, handle-able, manipulable, than the object itself in its infinite
complexity. As he put it, “No electronic model of a cat’s brain can possibly
be as true as that provided by the brain of another cat, yet of what use is the
latter as a model?” (1970, 96). Models are thus our best hope of evading
Bremermann’s limit in getting to grips with the awful diversity of the world
(1970, 98-100).

For Ashby, then, knowledge was to be thought of as engaged in practical
projects and worldly performances, and one late essay, written with his stu-
dent Roger Conant, can serve to bring this home. “Every Good Regulator of a
System Must Be a Model of That System” (Conant and Ashby 1970) concerned
the optimal method of feedback control. The authors discussed two different
feedback arrangements: error- and cause-controlled. The former is typified by
a household thermostat and is intrinsically imperfect. The thermostat has to
wait until the environment drives the living-room temperature away from its
desired setting before it can go to work to correct the deviation. Error control
thus never quite gets it right: some errors always remain—deviations from
the optimum—even though they might be much reduced by the feedback
mechanism. A cause-controlled regulator, in contrast, does not need to wait
for something to go wrong before it acts. A cause-controlled thermostat, for
example, would monitor the conditions outside a building, predict what those
conditions would do to the interior temperature, and take steps in advance to
counter that—turning down the heating as soon as the sun came out or what-
ever. Unlike error control, cause control might approach perfection: all traces
of environmental fluctuations might be blocked from affecting the controlled
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system; room temperature might never fluctuate at all. And the result that
Conant and Ashby formally proved in this essay (subject to formal conditions
and qualifications) was that the minimal condition for optimal cause control
was that the regulator should contain a model of the regulated system.

Intuitively, of course, this seems obvious: the regulator has to “know” how
changes in the environment will affect the system it regulates if it is to pre-
dict and cancel the effects of those changes, and the model is precisely that
“knowledge.” Nevertheless, something interesting is going here. In fact, one
can see the cause-controlled regulator as an important elaboration of Ash-
by’s ontological theater. The servomechanism, the homeostat, and DAMS
staged, with increasing sophistication, an image of the brain as an adaptive
organ performatively engaged with a lively world at the level of doing rather
than knowing. This is undoubtedly the place to start if one wants to get the
hang of the ontology of cybernetics. But, like CORA and M. docilis, the cause-
controlled regulator invites us to think about the insertion of knowledge into
this performative picture in a specific way. The virtue of knowledge lies not in
its transcendental truth but in its usefulness in our performative engagements
with the world. Knowledge is engaged with performance; epistemology with
ontology. This performative epistemology, as I called it before, is the message
of the cause-controlled regulator as ontological or epistemological theater;
this is how we should think about knowledge cybernetically. Conversely, the
cause-controlled regulator is a concrete example of how one might include
the epistemic dimension in bringing ontology down to earth in engineering
practice. That is what interests me most about this example.*®

BASIC RESEARCH IS LIKE SHOOTING AN ARROW INTO THE AIR, AND, WHERE IT

LANDS, PAINTING A TARGET.

HOMER ADKINS, CHEMIST, QUOTED IN BUCHANAN (2007, 213)

Now we can return to the critique I began earlier. In discussing the homeostat
I noted that it had a fixed and pregiven goal—to keep its essential variables
within limits, and I suggested that this is a bad image to have in general. At
that stage, however, the referent of the essential variables was still some in-
ner parameter analogous to the temperature of the blood—a slippery concept
to criticize. But in his more epistemological writings, Ashby moved easily to
a discussion of goals which clearly pertain to states of the outer, rather than
the inner, world. An essay on “Genius,” written with another of his students,
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Crayton Walker, can serve to illustrate some consistent strands of Ashby’s
thinking on this (Ashby and Walker 1968).

The topic of “Genius” is more or less self-explanatory. In line with the
above discussion, Ashby and Walker aim at a deflationary and naturalistic ac-
count of the phenomena we associate with word “genius.” But to do so, they
sketch out an account of knowledge production in which the importance of
predefined goals is constantly repeated. “On an IQ test, appropriate [selection
of answers in a multiple choice test] means correct, but not so much in an
objective sense as in the sense that it satisfies a decision made in advance (by
the test makers) about which answers show high and which low intelligence.
In evaluating genius, it makes an enormous difference whether the criterion
for appropriateness [i.e., the goal] was decided before or after the critical per-
formance has taken place. . . . Has he succeeded or failed? The question has
no meaning in the absence of a declared goal. The latter is like the marksman’s
saying he really meant to miss the target all along” (Ashby and Walker 1968,
209-10). And, indeed, Ashby and Walker are clear that they understand these
goals as explicit targets in the outer world (and not, for example, keeping one’s
blood temperature constant): “In 1650, during Newton’s time, many math-
ematicians were trying to explain Galileo’s experimental findings. . . . In Mi-
chelangelo’s day, the technical problems of perspective . . . were being widely
discussed” (210). The great scientist and the great artist thus both knew what
they were aiming for, and their “genius” lay in hitting their specified targets
(before anyone else did).

I can find nothing good to say about this aspect of Ashby’s work. My own
historical research has confronted me with many examples in which great
scientific accomplishments were in fact bound up with shifts in goals, and
without making a statistical analysis I would be willing to bet that most of
the accomplishments we routinely attribute to “genius” have precisely that
quality. I therefore think that while it is reasonable to regard the fixity of the
homeostat’s goals as possibly a good model for some biological processes and
a possibly unavoidable electromechanical limitation, it would be a mistake to
follow Ashby’s normative insistence that fixed goals necessarily characterize
epistemological practice. This is one point at which we should draw the line
in looking to his cybernetics for inspiration.

Beyond that, there is the question of how cognitive goals are to be achieved.
Once Ashby and Walker have insisted that the goals of knowledge produc-
tion have to be fixed in advance, they can remark that “the theorems of infor-
mation theory are directly applicable to problems of this kind” (Ashby and
Walker 1968, 210). They thus work themselves into the heartland of Ashby’s
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mature cybernetics, where, it turns out, the key question is that of selection.”’
Just as the homeostat might be said to select the right settings of its uniselec-
tors to achieve its goal of homeostasis, so, indeed, should all forms of human
cultural production be considered likewise (210):

To illustrate, suppose that Michelangelo made one million brush strokes in
painting the Sistine Chapel. Suppose also that, being highly skilled, at each
brush stroke he selected one of the two best, so that where the average painter
would have ranged over ten, Michelangelo would have regarded eight as infe-
rior. At each brush stroke he would have been selecting appropriately in the
intensity of one in five. Over the million brush strokes the intensity would have
been one in 5%, The intensity of Michelangelo’s selection can be likened
to his picking out one painting from five-raised-to-the-one-millionth-power,
which is a large number of paintings (roughly 1 followed by 699,000 zeroes).
Since this number is approximately the same as 2329, the theorem says that
Michelangelo must have processed at least 3,320,000 “bits” of information, in
the units of information theory, to achieve the results he did. He must have done
so, according to the axiom, because appropriate selections can only be achieved

if enough information is received and processed to make them happen.

Ashby and Walker go on to deduce from this that Michelangelo must have
worked really hard over a long period of time to process the required amount
of information, and they produce a few historical quotations to back this up.
They also extend the same form of analysis to Newton, Gauss, and Einstein
(selecting the right scientific theories or mathematical axioms from an enor-
mous range of possibilities), Picasso (back to painting), Johann Sebastian
Bach (picking just the right notes in a musical composition), and even Adolf
Hitler, who “had many extraordinary successes before 1942 and was often ac-
claimed a genius, especially by the Germans” (207).

What can one say about all this? There is again something profoundly
wrong about the image of “selection” that runs through Ashby’s epistemology
and even, before that, his ontology. There is something entirely implausible
in the idea of Michelangelo’s picking the right painting from a preexisting set
or Einstein’s doing the same in science. My own studies of scientific practice
have never thrown up a single instance that could be adequately described in
those terms (even if there is a branch of mainstream philosophy of science
that does conceive “theory choice” along those lines). What I have found in-
stead are many instances of open-ended, trial-and-error extensions of scientific

culture. Rather than selecting between existing possibilities, scientists (and
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artists, and everyone else, I think) continually construct new ones and see
how they play out. This is also a cybernetic image of epistemology—but one
that emphasizes creativity and the appearance of genuine novelty in the world
(both human and nonhuman) that the homeostat cannot model. The homeo-
stat can only offer us selection and combinatorics. I have already discussed the
homeostat’s virtues as ontological theater at length; here my suggestion is that
we should not follow it into the details of Ashby’s epistemology.*®

I want to end this chapter by moving beyond Ashby’s work, so here I should
offer a summary of what has been a long discussion. What was this chapter
about?

One concern was historical. Continuing the discussion of Walter’s work,
I have tried to show that psychiatry, understood as the overall problematic of
understanding and treating mental illness, was both a surface of emergence
and a surface of return for Ashby’s cybernetics. In important ways, his cyber-
netics can be seen to have grown out of his professional concerns with mental
illness, and though the development of Ashby’s hobby had its own dynamics
and grew in other directions, too, he was interested, at least until the late
1950s, in seeing how it might feed back into psychiatry. At the same time, we
have explored some of the axes along which Ashby’s cybernetics went beyond
the brain and invaded other fields: from a certain style of adaptive engineer-
ing (the homeostat, DAMS) to a general analysis of machines and a theory
of everything, exemplified in Ashby’s discussions of autopilots, economics,
chemistry, evolutionary biology, war, planning, and epistemology. Ashby even
articulated a form of spirituality appropriate to his cybernetics: “I am now . . .
a Time-worshipper.” In this way, the chapter continues the task of mapping
out the multiplicity of cybernetics.

Another concern of the chapter has been ontological. I have argued that we
can see the homeostat, and especially the multihomeostat setups that Ashby
worked with, as ontological theater—as a model for a more general state of
affairs: a world of dynamic entities evolving in performative (rather than rep-
resentational) interaction with one another. Like the tortoise, the homeostat
searched its world and reacted to what it found there. Unlike the tortoise’s,
the homeostat’s world was as lively as the machine itself, simulated in a sym-
metric fashion by more homeostats. This symmetry, and the vision of a lively
and dynamic world that goes with it, was Ashby’s great contribution to the
early development of cybernetics, and we will see it further elaborated as we
go on. Conversely, once we have grasped the ontological import of Ashby’s
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cybernetics, we can also see it from the opposite angle: as ontology in action,
as playing out for us and exemplifying the sorts of project in many fields that
might go with an ontology of performance and unknowability.

We have also examined the sort of performative epistemology that Ashby
developed in relation to his brain research, and I emphasized the gearing of
knowledge into performance that defined this. Here I also ventured into cri-
tique, arguing that we need not, and should not, accept all of the ontologi-
cal and epistemological visions that Ashby staged for us. Especially, I argued
against his insistence on the fixity of goals and his idea that performance and
representation inhabit a given space of possibilities from which selections are
made.

At the level of substance, we have seen that Ashby, like Walter, aimed at
a modern science of the brain—at opening up the Black Box. And we have
seen that he succeeded in this: the homeostat can indeed be counted as a
model of the sort of adaptive processes that might happen in the brain. But
the hybridity of Ashby’s cybernetics, like Walter’s, is again evident. In their
mode of adaptation, Ashby’s electromechanical assemblages themselves had,
as their necessary counterpart, an unknowable world to which they adapted
performatively. As ontological theater, his brain models inescapably return us
to a picture of engagement with the unknown.

Furthermore, we have seen that that Ashby’s cybernetics never quite
achieved the form of a classically modern science. His scientific models were
revealing from one angle, but opaque from another. To know how they were
built did not carry with it a predictive understanding of what they would do.
The only way to find out was to run them and see (finding out whether mul-
tihomeostat arrays with fixed internal settings would be stable or not, finding
out what DAMS would do). This was the cybernetic discovery of complex-
ity within a different set of projects from Walter’s: the discovery that beyond
some level of complexity, machines (and mathematical models) can them-
selves become mini-Black Boxes, which we can take as ontological icons,
themselves models of the stuff from which the world is built. It was in this
context that Ashby articulated a distinctively cybernetic philosophy of evo-
lutionary design—design in medias res—very different from the blueprint
attitude of modern engineering design, the stance of a detached observer who
commands matter via a detour through knowledge.

Finally, the chapter thus far also explored the social basis of Ashby’s cy-
bernetics. Like Walter’s, Ashby’s distinctively cybernetic work was nomadic,
finding a home in transitory institutions like the Ratio Club, the Macy and

Namur conferences, and the Biological Computer Laboratory, where Ashby
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ended his career. I noted, though, that Ashby was hardly a disruptive nomad
in his professional home, the mental hospital. There, like Walter, he took for
granted established views of mental illness and therapy and existing social
relations, even while developing novel theoretical accounts of the origins of
mental illness in the biological brain and of the mechanisms of the great and
desperate cures. This was a respect in which Ashby’s cybernetics reinforced,
rather than challenged, the status quo.

The last feature of Ashby’s cybernetics that I want to stress is its serious-
ness. His journal records forty-four years’ worth of hard, technical work, 7,189
pages of it, trying to think clearly and precisely about the brain and machines
and about all the ancillary topics that that threw up. I want to stress this now
because this seriousness of cybernetics is important to bear in mind through-
out this book. My other cyberneticians were also serious, and they also did an
enormous amount of hard technical work, but their cybernetics was not as un-
remittingly serious as Ashby’s. Often it is hard to doubt that they were having
fun, too. I consider this undoing of the boundary between serious science and
fun yet another attractive feature of cybernetics as a model for practice. But
there is a danger that it is the image of Allen Ginsberg taking LSD coupled to a
flicker machine by a Grey Walter—style biofeedback mechanism, or of Stafford
Beer invoking the Yogic chakras or the mystical geometry of the enneagram,
that might stick in the reader’s mind. I simply repeat here, therefore, that what
fascinates me about cybernetics is that its projects could run the distance from
the intensely technical to the far out. Putting this somewhat more strongly,
my argument would have to be that the technical development of cybernetics
encourages us to reflect that its more outré aspects were perhaps not as far out

as we might think. The nonmodern is bound to look more or less strange.

A New Kind of Science:

Alexander, Kauffman, and Wolfram

In the previous chapter, I explored some of the lines of work that grew out of
Grey Walter’s cybernetics, from robotics to the Beats and biofeedback, and
I want to do something similar here, looking briefly at other work up to the
present that resonates with Ashby’s. My examples are taken from the work
of Christopher Alexander, Stuart Kauffman, and Stephen Wolfram. One
concern is again with the protean quality of cybernetics: here we can follow
the development of distinctively Ashby-ite approaches into the fields of archi-
tecture, theoretical biology, mathematics, and beyond. The other concern is

to explore further developments in the Ashby-ite problematic of complexity.
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The three examples carry us progressively further away from real historical
connections to Ashby, but, as I said in the opening chapters, it is the overall
cybernetic stance in the world that I am trying to get clear on here, rather than
lines of historical filiation.

IN ALEXANDER’S VIEW, MODERNITY IS A SORT OF TEMPORARY ABERRATION.

HILDE HEYNEN, ARCHITECTURE AND MODERNITY (1999, 20)

Christopher Alexander was born in Vienna in 1936 but grew up in England,
graduated from Cambridge having studied mathematics and architecture,
and then went to the other Cambridge, where he did a PhD in architecture
at Harvard. In 1963 he became a professor of architecture at the University of
California, Berkeley, retiring as an emeritus professor in 1998. British readers
will be impressed, one way or the other, by the fact that from 1990 to 1995 he
was a trustee of Prince Charles’s Institute of Architecture. Alexander is best
known for his later notion of “pattern languages,” but I want to focus here on
his first book, Notes on the Synthesis of Form (1964), the published version of
his prize-winning PhD dissertation.®

The book takes us back to questions of design and is a critique of con-
temporary design methods, in general but especially in architecture. At its
heart are two ideal types of design: “unselfconscious” methods (primitive,
traditional, simple) and “selfconscious” ones (contemporary, professional,
modern), and Alexander draws explicitly on Design for a Brain (the second
edition, of 1960) to make this contrast.®® The key concept that he takes there
from Ashby is precisely the notion of adaptation, and his argument is that
unselfconscious buildings, exemplified by the Mousgoum hut built by African
tribes in French Cameroon, are well-adapted buildings in several senses: in
the relation of their internal parts to one another, to their material environ-
ment, and to the social being of their inhabitants (Alexander 1964, 30). Con-
temporary Western buildings, in contrast, do not possess these features, is
the claim, and the distinction lies for Alexander in the way that architecture
responds to problems and misfits arising in construction and use. His idea
is that in traditional design such misfits are localized, finite problems that
are readily fixed in a piecemeal fashion, while in the field of self-conscious
design, attempts to fix misfits ramify endlessly: “If there is not enough light in
a house, for instance, and more windows are added to correct this failure, the
change may improve the light but allow too little privacy; another change for
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more light makes the windows bigger, perhaps, but thereby makes the house
more likely to collapse” (1964, 42).

The details here are not important, but I want to note the distinctly Ashby-
ite way in which Alexander frames the problem in order to set up his own
solution of it, a solution which is arguably at the heart of Alexander’s subse-
quent career. As discussed earlier, in a key passage of Design for a Brain Ashby
gave estimates of the time for multihomeostat systems to achieve equilib-
rium, ranging from short to impossibly long, depending upon the density of
interconnections between the homeostats. In the second edition of Design,
he illustrated these estimates by thinking about a set of rotors, each with two
positions labeled A and B, and asking how long it would take various spinning
strategies to achieve a distribution of, say, all As showing and no Bs (Ashby
1960, 151). In Notes on the Synthesis of Form, Alexander simply translates this
illustration into his own terms, with ample acknowledgment to Ashby but
with an interesting twist.

Alexander invites the reader to consider an array of one hundred lightbulbs
that can be either on, standing for a misfit in the design process, or off, for no
misfit. This array evolves in time steps according to certain rules. Any light
that is on has a 50-50 chance of going off at the next step. Any light that is off
has a 50-50 chance of coming back on if at least one light to which it is con-
nected is on, but no chance if the connected lights are all off. And then one
can see how the argument goes. The destiny of any such system is eventually
to become dark: once all the lights are off—all the misfits have been dealt
with—none of them can ever, according to the rules, come back on again. So,
following Ashby exactly, Alexander remarks, “The only question that remains
is, how long will it take for this to happen? It is not hard to see that apart
from chance this depends only on the pattern of interconnection between the
lights” (1964, 40).%!

Alexander then follows Ashby again in providing three estimates for the
time to darkness. The first is the situation of independent adaptation. If the
lights have no meaningful connections to one another, then this time is basi-
cally the time required for any single light to go dark: 2 seconds, if each time
step is 1 second. At the other extreme, if each light is connected to all the
others, then the only way in which the lights that remain on can be prevented
from reexciting the lights that have gone off is by all of the lights happening to
go off in the same time step, which one can estimate will take of the order of
2! seconds, or 10% years—one of those hyperastronomical times that were
crucial to the development of Ashby’s project. Alexander then considers a
third possibility which differs in an important way from Ashby’s third possibil-
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ity. In Design for a Brain, Ashby gets his third estimate by thinking about the
situation in which any rotor that comes up A is left alone and the other rotors
are spun again, and so on until there are no Bs left. Alexander, in contrast,
considers the situation in which the one hundred lights fall into subsystems of
ten lights each. These subsystems are assumed to be largely independent of
one another but densely connected internally. In this case, the time to dark-
ness of the whole system will be of the order of the time for any one subsystem
to go dark, namely 2'° seconds, or about a quarter of an hour—quite a reason-
able number.

We recognize this line of thought from Design, but the advantage of putting
it this way is that it sets up Alexander’s own solution to the problem of design.
Our contemporary problems in architecture stem from the fact that the vari-
ables we tinker with are not sufficiently independent of one another, so that
tinkering with any one of them sets up problems elsewhere, like the lit light-
bulbs turning on the others. And what we should do, therefore, is to “diagonal-
ize” (my word) the variables—we should find some new design variables such
that design problems only bear upon subsets of them that are loosely coupled
to others, like the subsystems of ten lights in the example. That way, we can
get to grips with our problems in a finite time and our buildings will reach an
adapted state: just as in unselfconscious buildings, the internal components
will fit together in all sorts of ways, and whole buildings will mesh with their
environments and inhabitants. And this is indeed the path that Alexander fol-
lows in the later chapters of Notes on the Synthesis of Form, where he proposes
empirical methods and mathematical techniques for finding appropriate sets
of design variables. One can also, though I will not go into this, see this reason-
ing as the key to his later work on pattern languages: the enduring patterns
that Alexander came to focus on there refer to recurring design problems and
solutions that can be considered in relative isolation from others and thus sug-
gest a realistically piecemeal approach to designing adapted buildings, neigh-
borhoods, cities, conurbations, or whatever (Alexander et al. 1977).

What can we take from this discussion? First, evidently, it is a nice example
of the consequentiality of Ashby’s work beyond the immediate community of
cyberneticians. Second, it is another example of the undisciplined quality
of the transmission of cybernetics through semipopular books like Design
for a Brain. I know of no evidence of contact between Alexander and Ashby
or other cyberneticians; it is reasonable to assume that Alexander simply
read Design and saw what he could do with it, in much the same way as both
Rodney Brooks and William Burroughs read Grey Walter. Along with this, we
have another illustration of the protean quality of cybernetics. Ashby thought
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Figure 4.13. The Linz Café. Source: Alexander 1983, 48.

he was writing about the brain, but Alexander immediately extended Ashby’s
discussion of connectedness to a continuing program in architecture and de-
sign, a field that Ashby never systematically thought about. We can thus take
both Alexander’s distinctive approach to architectural design and the actual
buildings he has designed as further exemplars of the cybernetic ontology in
action.®” Finally, we can note that Alexander’s architecture is by no means
uncontroversial. Alexander’s “Linz Café” (1983) is an extended account of one
of his projects (fig. 4.13) that includes the text of a debate at Harvard with
Peter Eisenman. Alexander explains how the cafe was constructed around his
“patterns” (58-59) but also emphasizes that the design elements needed to be
individually “tuned” by building mock-ups and seeing what they felt like. The
goal was to construct spaces that were truly “comfortable” for human beings.
This tuning harks back to and exemplifies Alexander’s earlier discussion of
how problems can be and are solved on a piecemeal basis in traditional archi-
tecture, and the last section of his article discusses resonances between the
Linz Café and historical buildings (59). In debate Eisenman tries to problema-
tize Alexander’s comfort principle and suggests a different, less harmonious
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idea of architecture (theoretically inspired). Egged on by a sympathetic audi-
ence, Alexander remarks that “people who believe as you do are really fuck-
ing up the whole profession of architecture right now by propagating these
beliefs” (67)—another marker of the fact that ontology makes a difference.
We can return to this theme in a different and less “comfortable” guise when
we come to Gordon Pask’s version of adaptive architecture.

IT IS A FUNDAMENTAL QUESTION WHETHER METABOLIC STABILITY AND EPIGEN-
ESIS REQUIRE THE GENETIC REGULATORY CIRCUITS TO BE PRECISELY CON-
STRUCTED. HAS A FORTUNATE EVOLUTIONARY HISTORY SELECTED ONLY NETS OF
HIGHLY ORDERED CIRCUITS WHICH ALONE CAN INSURE METABOLIC STABILITY;
OR ARE STABILITY AND EPIGENESIS, EVEN IN NETS OF RANDOMLY CONNECTED
INTERCONNECTED REGULATORY CIRCUITS, TO BE EXPECTED AS THE PROBABLE
CONSEQUENCE OF AS YET UNKNOWN MATHEMATICAL LAWS? ARE LIVING THINGS
MORE AKIN TO PRECISELY PROGRAMMED AUTOMATA SELECTED BY EVOLUTION,
OR TO RANDOMLY ASSEMBLED AUTOMATA WHOSE CHARACTERISTIC BEHAVIOR
REFLECTS THEIR UNORDERLY CONSTRUCTION, NO MATTER HOW EVOLUTION SE-

LECTED THE SURVIVING FORMS?

STUART KAUFFMAN, “METABOLIC STABILITY AND EPIGENESIS IN RANDOMLY

CONSTRUCTED GENETIC NETS” (1969B, 438)

Now for Stuart Kauffman, one of the founders of contemporary theoretical
biology, perhaps best known in the wider world for two books on a complex
systems approach to the topics of biology and evolution, At Home in the Uni-
verse (1995) and Investigations (2002). I mentioned his important and explic-
itly cybernetic notion of “explanation by articulation of parts” in chapter 2,
but now we can look at his biological research.®®

The pattern for Kauffman’s subsequent work was set in a group of his earli-
est scientific publications in the late 1960s and early 1970s, which concerned
just the same problem that Alexander inherited from Ashby, the question of
a large array of interacting elements achieving equilibrium. In Design for a
Brain, Ashby considered two limits—situations in which interconnections
between the elements were either minimal or maximal—and argued that the
time to equilibrium would be small in one case and longer than the age of
the universe in the other. The question that then arose was what happened
in between these limits. Ashby had originally been thinking about an array of
interacting homeostats, but one can simplify the situation by considering an
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array of binary elements that switch each other on and off according to some
rule—as did Alexander with his imaginary lightbulbs. The important point to
stress, however, is that even such simple models are impossible to solve ana-
lytically. One cannot calculate in advance how they will behave; one simply
has to run through a series of time steps, updating the binary variables at each
step according to the chosen transformation rules, and see what the system
will in fact do. This is the cybernetic discovery of complexity transcribed from
the field of mechanisms to that of mathematical formalisms. Idealized binary
arrays can remain Black Boxes as far as their aggregate behavior is concerned,
even when the atomic rules that give rise to their behavior are known.

The only way to proceed in such a situation (apart from Alexander’s trick
of simply assuming that the array breaks up into almost disconnected pieces)
is brute force. Hand calculation for a network of any size would be immensely
tedious and time consuming, but at the University of Illinois Crayton Walker’s
1965 PhD dissertation in psychology reported on his exploration of the time
evolution of one-hundred-element binary arrays under a variety of simple
transformation rules using the university’s IBM 7094-1401 computer. Walker
and Ashby (1966) wrote these findings up for publication, discussing how
many steps different rule systems took to come to equilibrium, whether the
equilibrium state was a fixed point or a cycle, how big the limit cycles were,
and so on.** But it was Kauffman, rather than Walker and Ashby, who obtained
the most important early results in this area, and at the same time Kauffman
switched the focus from the brain to another very complex biological system,
the cell.

Beginning in 1967, Kauffman published a series of papers grounded in
computer simulations of randomly connected networks of binary elements,
which he took to model the action of idealized genes, switching one another
on and off (like lightbulbs, which indeed feature in At Home in the Universe).
We could call what he had found a discovery of simplicity within complexity. A
network of N binary elements has 2" possible states, so that a one-thousand-

300__another

element network can be in 2°%° distinct states, which is about 10
one of those hyperastronomical numbers. But Kauffman established two fun-
damental findings, one concerning the inner, endogenous, dynamics of such
nets, the other concerning exogenous perturbations.*

On the first, Kauffman’s simulations suggested that if each gene has exactly
two inputs from other genes, then a randomly assembled network of one thou-
sand genes would typically cycle among just twelve states—an astonishingly
small number compared with 10 (Kauffman 1969b, 444). Furthermore the

lengths of these cycles—the number of states a network would pass through
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before returning to a state it had visited before—were surprisingly short. He
estimated, for example, that a network having a million elements would “pos-
sess behavior cycles of about one thousand states in length—an extreme lo-
calization of behavior among 2"9%%% possible states” (446). And beyond that,
Kauffman’s computer simulations revealed that the number of distinct cycles
exhibited by any net was “as surprisingly small as the cycles are short” (448).
He estimated that a net of one thousand elements, for example, would possess
around just sixteen distinct cycles.

On the second, Kauffman had investigated what happened to established
cycles when he introduced “noise” into his simulations—flipping single ele-
ments from one state to another during a cycle. The cycles proved largely
resistant to such exogenous interference, returning to their original trajecto-
ries around 90% of the time. Sometimes, however, flipping a single element
would jog the system from one cyclic pattern to one of a few others (452).

What did Kauffman make of these findings? At the most straightforward
level, his argument was that a randomly connected network of idealized genes
could serve as the model for a set of cell types (identified with the different
cycles the network displayed), that the short cycle lengths of these cells were
consistent with biological time scales, that the cells exhibited the biological
requirement of stability against perturbations and chemical noise, and that
the occasional transformations of cell types induced by noise corresponded
to the puzzling fact of cellular differentiation in embryogenesis.*® So his ide-
alized gene networks could be held to be models of otherwise unexplained
biological phenomena—and this was the sense in which his work counted as
“theoretical biology.” At a grander level, the fact that these networks were ran-
domly constructed was important, as indicated in the opening quotation from
Kauffman. One might imagine that the stability of cells and their pathways
of differentiation are determined by a detailed “circuit diagram” of control
loops between genes, a circuit diagram laid down in a tortuous evolutionary
history of mutation and selection. Kauffman had shown that one does not
have to think that way. He had shown that complex systems can display self-
organizing properties, properties arising from within the systems themselves,
the emergence of a sort of “order out of chaos” (to borrow the title of Prigogine
and Stengers 1984). This was the line of thought that led him eventually to the
conclusion that we are “at home in the universe”—that life is what one should
expect to find in any reasonably complex world, not something we should be
surprised at and requiring any special explanation.®’

This is not the place to go into any more detail about Kauffman’s work, but

I want to comment on what we have seen from several angles. First, I want to
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return to the protean quality of cybernetics. Kauffman was clearly working in
the same space as Ashby and Alexander—his basic problematic was much the
same as theirs. But while their topic was the brain (as specified by Ashby) or
architecture (as specified by Alexander), it was genes and cells and theoretical
biology when specified by Kauffman.

Second, I want to comment on Kauffman’s random networks, not as mod-
els of cells, but as ontological theater more generally. I argued before that
tortoises, homeostats, and DAMS can, within certain limitations, be seen as
electromechanical models that summon up for us the cybernetic ontology
more broadly—machines whose aggregate performance is impenetrable. As
discussed, Kauffman’s idealized gene networks displayed the same character,
but as emerging within a formal mathematical system rather than a mate-
rial one. Now I want to note that as world models Kauffman’s networks can
also further enrich our ontological imaginations in important ways. On the
one hand, these networks were livelier than, especially, Ashby’s machines.
Walter sometimes referred to the homeostat as Machina sopora—the sleeping
machine. Its goal was to become quiescent; it changed state only when dis-
turbed from outside. Kauffman’s nets, in contrast, had their own endogenous
dynamics, continually running through their cycles whether perturbed from
the outside or not. On the other hand, these nets stage for us an image of sys-
tems with which we can genuinely interact, but not in the mode of command
and control. The perturbations that Kauffman injected into their cycling dis-
turbed the systems but did not serve to direct them into any other particular
cycles.

This idea of systems that are not just performative and inscrutable but also
dynamic and resistant to direction helps, I think, to give more substance to
Beer’s notion of “exceedingly complex systems” as the referent of cybernet-
ics. The elaborations of cybernetics discussed in the following chapters circle
around the problematic of getting along with systems fitting that general de-
scription, and Kauffman’s nets can serve as an example of the kinds of things
they are.®®

My last thought on Kauffman returns to the social basis of cybernetics. To
emphasize the odd and improvised character of this, in the previous chapter
(note 31) Ilisted the range of diverse academic and nonacademic affiliations of
the participants at the first Namur conference. Kauffman’s CV compresses the
whole range and more into a single career. With BAs from Dartmouth College
and Oxford University, he qualified as a doctor at the University of California,
San Francisco, in 1968, while first writing up the findings discussed above as
a visitor at MIT’s Research Laboratory of Electronics in 1967. He was then
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briefly an intern at Cincinnati General Hospital before becoming an assistant
professor of biophysics and theoretical biology at the University of Chicago
from 1969 to 1975. Overlapping with that, he was a surgeon at the National
Cancer Institute in Bethesda from 1973 to 1975, before taking a tenured posi-
tion in biochemistry and biophysics at the University of Pennsylvania in 1975.
He formally retired from that position in 1995, but from 1986 to 1997 his pri-
mary affiliation was as a professor at the newly established Santa Fe Institute
(SFI) in New Mexico. In 1996, he was the founding general partner of Bios
Group, again in Santa Fe, and in 2004 he moved to the University of Calgary
as director of the Institute for Biocomplexity and Informatics and professor in
the departments of Biological Sciences and Physics and Astronomy.*

It is not unreasonable to read this pattern as a familiar search for a con-
genial environment for a research career that sorts ill with conventional
disciplinary and professional concerns and elicits more connections across
disciplines and fields than within any one of them. The sociological novelty
that appears here concerns two of Kauffman’s later affiliations. The Santa
Fe Institute was established in 1984 to foster a research agenda devoted to
“simplicity, complexity, complex systems, and particularly complex adaptive
systems” and is, in effect, an attempt to provide a relatively enduring social
basis for the transient interdisciplinary communities—the Macy and Namur
conferences, the Ratio Club—that were “home” to Walter, Ashby, and the rest
of the first generation of cyberneticians. Notably, the SFI is a freestanding
institution and not, for example, part of any university. The sociologically
improvised character of cybernetics reappears here, but now at the level of
institutions rather than individual careers.”” And two other remarks on the
SFIare relevant to our themes. One is that while the SFI serves the purpose of
stabilizing a community of interdisciplinary researchers, it does not solve the
problem of cultural transmission: as a private, nonprofit research institute it
does not teach students and grant degrees.” The other is that the price of insti-
tutionalization is, in this instance, a certain narrowing. The focus of research
at the SFI is resolutely technical and mathematical. Ross Ashby might have
been happy there, but not, I think, any of our other principals. Their work was
too rich and diverse to be contained by such an agenda.

Besides the SFI, I should comment on Kauffman’s affiliation with the Bios
Group (which merged with NuTech Solutions in 2003). “BiosGroup was
founded by Dr. Stuart Kauffman with a mission to tackle industry’s tough-
est problems through the application of an emerging technology, Complexity
Science.””? Here we have an attempt is establish a stable social basis for the

science of complexity on a business rather than a scholarly model—a pattern
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we have glimpsed before (with Rodney Brooks’s business connections) and
which will reappear immediately below. And once more we are confronted
with the protean quality of cybernetics, with Kauffman’s theoretical biology
morphing into the world of capital.

WE HAVE SUCCEEDED IN REDUCING ALL OF ORDINARY PHYSICAL BEHAVIOR TO
A SIMPLE, CORRECT THEORY OF EVERYTHING ONLY TO DISCOVER THAT IT HAS

REVEALED EXACTLY NOTHING ABOUT MANY THINGS OF GREAT IMPORTANCE.

R. B. LAUGHLIN AND DAVID PINES,

“THE THEORY OF EVERYTHING” (2000, 28)

IT'S INTERESTING WHAT THE PRINCIPLE OF COMPUTATIONAL EQUIVALENCE
ENDS UP SAYING. IT KIND OF ENCAPSULATES BOTH THE GREAT STRENGTH AND
THE GREAT WEAKNESS OF SCIENCE. BECAUSE ON THE ONE HAND IT SAYS THAT
ALL THE WONDERS OF THE UNIVERSE CAN BE CAPTURED BY SIMPLE RULES.
YET IT ALSO SAYS THAT THERE’S ULTIMATELY NO WAY TO KNOW THE CONSE-
QUENCES OF THESE RULES—EXCEPT IN EFFECT JUST TO WATCH AND SEE HOW

THEY UNFOLD.

STEPHEN WOLFRAM, “THE GENERATION OF FORM

IN A NEW KIND OF SCIENCE” (2005, 36)

If the significance of Kauffman’s work lay in his discovery of simplicity within
complexity, Wolfram’s achievement was to rediscover complexity within
simplicity. Born in London in 1959, Stephen Wolfram was a child prodigy, like
Wiener: Eton, Oxford, and a PhD from Caltech in 1979 at age twenty; he re-
ceived a MacArthur “genius” award two years later. Wolfram’s early work was
in theoretical elementary-particle physics and cosmology, but two interests
that defined his subsequent career emerged in the early 1980s: in cellular au-
tomata, on which more below, and in the development of computer software
for doing mathematics. From 1983 to 1986 he held a permanent position at the
Institute for Advanced Study in Princeton; from 1986 to 1988 he was professor
of physics, mathematics and computer science at the University of Illinois at
Urbana-Champaign, where he founded the Center for Complex Systems Re-
search (sixteen years after Ashby had left—“shockingly, I don’t think anyone
at Illinois ever mentioned Ashby to me”; email to the author, 6 April 2007).
In 1987 he founded Wolfram Research, a private company that develops and
markets what has proved to be a highly successful product: Mathematica soft-
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ware for mathematical computation. Besides running his company, Wolfram
then spent the 1990s developing his work on cellular automata and related
systems, in his spare time and without publishing any of it (echoes of Ashby’s
hobby). His silence ended in 2002 with a blaze of publicity for his massive,
1,280-page book, A New Kind of Science, published by his own company.”

The key insight of the new kind of science, which Wolfram abbreviates
to NKS, is that “incredibly simple rules can give rise to incredibly compli-
cated behavior” (Wolfram 2005, 13), an idea grounded in Wolfram’s explo-
rations of simple, one-dimensional cellular automata. “Cellular automaton”
is a forbidding name for a straightforward mathematical system. A one-
dimensional CA is just a set of points on a line, with a binary variable, zero
or one, assigned to each point. One imagines this system evolving in discrete
time steps according to definite rules: a variable might change or stay the same
according to its own present value and those of its two nearest neighbors, for
example. How do such systems behave? The relationship of this problematic
to Ashby’s, Alexander’s, and Kauffman’s is clear: all three of them were look-
ing at the properties of CAs, but much more complicated ones (effectively, in
higher dimensions) than Wolfram’s. And what Wolfram found—“playing with
the animals,” as he once put it to me—was that even these almost childishly
simple systems can generate enormously complex patterns.”* Some do not:
the pattern dies out after a few time steps; all the variables become zero, and
nothing happens thereafter. But Wolfram’s favorite example is the behavior of
the rule 30 cellular automaton shown in figure 4.14 (one can list and number
all possible transformation rules for linear CAs, and Wolfram simply ran them
all on a computer).

If Kauffman was surprised that his networks displayed simple behavior,
one can be even more surprised at the complexities that are generated by
Wolfram’s elementary rules. He argues that rule 30 (and other rules, too) turn
out to be “computationally irreducible” in the sense that “there’s essentially
no way to work out what the system will do by any procedure that takes less
computational effort than just running the system and seeing what happens.”
There are no “shortcuts” to be found (Wolfram 2005, 30). And this observa-
tion is the starting point for the new kind of science (31):

In traditional theoretical science, there’s sort of been an idealization made
that the observer is infinitely computationally powerful relative to the sys-
tem they’re observing. But the point is that when there’s complex behavior,
the Principle of Computational Equivalence says that instead the system is

just as computationally sophisticated as the observer. And that’s what leads to
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Figure 4.14. Rule 30 cellular automaton. Time steps move from the top down-

ward; 1ls are denoted by black cells, starting from a single 1. The transfor-
mation rule is shown at the bottom. Source: Wolfram 2005, 4. (Image courtesy of
Wolfram Research, Inc. [] and Stephen Wolfram LLC, as used in Stephen Wolfram’s
New Kind of Science © 2002.)

computational irreducibility. And that's why traditional theoretical science
hasn’t been able to make more progress when one sees complexity. There are
always pockets of reducibility where one can make progress, but there’s always

a core of computational irreducibility.

The classical sciences thus address just those “pockets” of the world where the
traditional shortcuts can be made to work, while the reference of NKS is to all
of the other aspects of the world where brute complexity is the rule, and much
of Wolfram’s work has been devoted to bringing this ontological perspective
down to earth in all sorts of fields: mathematics; a sort of crystallography (e.g.,
snowflake structures); studies of turbulence; biology, where Wolfram’s discus-
sion echoes Kauffman’s.”” Having compared the patterns on mollusc shells to
those generated by various CAs, Wolfram notes that (22)

it'’s very much as if the molluscs of the Earth are little computers—sampling
the space of possible simple programs, and then displaying the results on their
shells. You know, with all the emphasis on natural selection, one’s gotten used

to the idea that there can’t be much of a fundamental theory in biology—and
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that practically everything we see must just reflect detailed accidents in the his-
tory of biological evolution. But what the mollusc shell example suggests is that
that may not be so. And that somehow one can think of organisms as uniformly
sampling a space of possible programs. So that just knowing abstractly about

the space of programs will tell one about biology

And, of course, reflecting his disciplinary origins, Wolfram also sees the NKS
as offering a “truly fundamental theory of physics.” Space, time and causal-
ity are merely appearances, themselves emerging from a discrete network
of points—and the ultimate task of physics is then to find out what rule the
system is running. “It’s going to be fascinating—and perhaps humbling—to
see just where our universe is. The hundredth rule? Or the millionth? Or the
quintillionth? But I'm increasingly optimistic that this is all really going to
work. And that eventually out there in the computational universe we’ll find
our universe. With all of our physics. And that will certainly be an exciting
moment for science” (27).

We can thus see Wolfram’s work as a further variant on the theme that
Ashby set out in 1952 in his considerations of the time to reach equilibrium of
multihomeostat assemblages, but differing from the other variants in interest-
ing and important ways. Unlike Alexander and Kauffman, Wolfram has gener-
alized and ontologized the problematic, turning it into an account of how the
world is, as well as respecifying it in the domains mentioned above and more.
Beyond that, from our point of view, Wolfram’s distinctive contribution has
been to focus on systems that do not settle down into equilibrium, that per-
form in unpredictable ways, and to suggest that that is the world’s ontological
condition. His NKS thus offers us a further enrichment of our ontological
imaginations. Systems like the rule 30 CA genuinely become; the only way to
find out what they will do next is run the rule on their present configuration
and find out. As ontological theater, they help us to imagine the world that
way; they add becoming to our models of what Beer’s “exceedingly complex
systems” might be like. If we think of the world as built from CA-like entities,
we have a richer grasp of the cybernetic ontology.

It remains only to comment on the social basis of Wolfram’s work. We have
seen already that after a meteoric but otherwise conventional career in aca-
demic research Wolfram (like Kauffman) veered off into business, and that
this business enabled him to sustain his unusual hobby (like Ashby)—pro-
viding both a living and research tools. There is the usual improvised oddity
here, evident in the biographies of all our cyberneticians. What I should add
is that having launched NKS with his 2002 book, Wolfram has since sought to
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foster the growth of the field with an annual series of conferences and sum-
mer schools. Organized by Wolfram’s group, these parallel the Santa Fe In-
stitute in existing outside the usual academic circuits, and one can again see
them as an attempt to stabilize a novel social base for a novel kind of science.
Nine of the eleven people listed as faculty for the 2005 NKS summer school
worked for, or had worked for, Wolfram Research, including Wolfram him-
self, and the website for the school mentions that, in the past, “some of our
most talented attendees have been offered positions at Wolfram Research.””®
Wolfram also imagines a permanent NKS research institute, supported, per-
haps, by software companies, including his own (personal communication).
Bios, the SFI, NKS: a nascent social formation for the latter-day counterparts
of cybernetics begins to appear here beyond the frame of the usual instititu-
tions of learning—a parallel world, a social as well as ontological—a socio-

ontological—sketch of another future.



GREGORY BATESON AND R. D. LAING

SYMMETRY, PSYCHIATRY, AND THE SIXTIES

I THINK THAT THE FUNCTIONING OF SUCH HIERARCHIES MAY BE COMPARED WITH
THE BUSINESS OF TRYING TO BACK A TRUCK TO WHICH ONE OR MORE TRAILERS
ARE ATTACHED. EACH SEGMENTATION OF SUCH A SYSTEM DENOTES A REVERSAL
OF SIGN, AND EACH ADDED SEGMENT DENOTES A DRASTIC DECREASE IN THE
AMOUNT OF CONTROL. . . . WHEN WE CONSIDER THE PROBLEM OF CONTROL-
LING A SECOND TRAILER, THE THRESHOLD FOR JACKKNIFING IS DRASTICALLY
REDUCED, AND CONTROL BECOMES, THEREFORE, ALMOST NEGLIGIBLE. AS I
SEE IT, THE WORLD IS MADE UP OF A VERY COMPLEX NETWORK (RATHER THAN
A CHAIN) OF SUCH ENTITIES WHICH HAVE THIS SORT OF RELATION TO EACH
OTHER, BUT WITH THIS DIFFERENCE, THAT MANY OF THE ENTITIES HAVE THEIR
OWN SUPPLIES OF ENERGY AND PERHAPS EVEN THEIR OWN IDEAS OF WHERE THEY

WOULD LIKE TO GO.

GREGORY BATESON, “MINIMAL REQUIREMENTS FOR A THEORY

OF SCHIZOPHRENIA” (1959, 268)

The two previous chapters covered the emergence of cybernetics in Britain
from the 1940s onward. At their heart were Walter and Ashby’s electrome-
chanical brain models, the tortoise, the homeostat, and DAMS, and the dis-
covery of complexity that went with them—the realization that even simple
models can display inscrutably complex behavior. I emphasized that this
first-generation cybernetics was born in the world of psychiatry, and that,
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despite its ramifications outside that field, it left clinical psychiatry itself
largely untouched. Walter and Ashby’s cybernetics in effect endorsed exist-
ing psychiatric practice by modelling and conceptualizing the action of
electroshock, lobotomy, and so on. In this chapter, I want to look at a very
different approach to psychiatry that grew up in the fifties and sixties that was
also identifiably cybernetic, and that I associate primarily with the work of
Gregory Bateson and R. D. Laing.

The pivot here can be Ashby’s contrasting analyses of war and planning.
Ashby understood both on the model of interacting homeostats searching for
a shared equilibrium, but he thought of war and psychiatry (“blitz therapy”)
in an asymmetric fashion. The general and the psychiatrist try to stay the
same and force the other—the enemy, the patient—to adapt to them: the de-
feated enemy accedes to the terms of the victor; the patient returns to the
world of sanity and normality embodied in the psychiatrist. This asymmetric
vision was the key to the reconciliation between early cybernetics and its psy-
chiatric matrix. On the other hand, Ashby envisaged the possibility of a more
symmetric relation between planner and planned: each party, and the plan
that links them, can adapt homeostatically to the other. In this chapter, we
will be exploring what psychiatry looked like when it took the other fork in
the road and understood social relations in general on the symmetric rather
than the asymmetric model. As we will see, big transformations in practice
accompanied this. This chapter can also serve as a transition to the follow-
ing chapters on Beer and Pask, who also took the symmetric fork in thinking
about reciprocal adaptations of people, animals, machines, and nature. It is
this symmetric version of the cybernetic ontology of performative adaptation
that interests me most in this book.

Four more introductory points are worth making. First, the object of
Walter and Ashby’s cybernetics was the biological brain: they wanted to un-
derstand the material go of it, and the go of existing psychiatric therapies.
This was not the case with Bateson and Laing. Neither of them was concerned
with the biological brain; the referent of their work was something less well
defined, which I will refer to as the self. Their work remained cybernetic inas-
much as their conception of the self was again performative and adaptive, just
like the cybernetic brain more narrowly conceived. Second, we will see below
how this concern with the performative self provided further openings to the
East and accompanied an interest in strange performances and altered states
more generally. One can, in fact, specify the connection between madness
and spirituality more tightly in Laing and Bateson’s work than was possible in
the previous chapters. Third, I can mention in advance that while Walter and
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Ashby’s psychiatric interests were not tied to any specific form of mental pa-
thology, Bateson and Laing’s work focused in particular on schizophrenia, and
the “visionary” quality of schizophrenia was central to their extension of psy-
chiatry in a spiritual direction. And, fourth, we will also have a chance here to
examine in more detail connections between cybernetics and the sixties.

Unlike the four principals of this book, Laing and Bateson have been much
written about, so this chapter does not explore their work in depth compa-
rable that of the chapters 3 and 4. Bateson was interested in many topics dur-
ing the course of his life, but I will only cover his psychiatric phase. Laing
was a professional psychiatrist throughout his working life, but I focus only
on the period of his greatest fame and notoriety, the sixties—partly because
I am interested in the sixties, but also because the therapeutic communities
established in the sixties by Laing’s Philadelphia Association offer us a stark
example of what the symmetric version of cybernetics can look like in prac-
tice. Neither Bateson nor Laing worked alone, so their names often feature
here as a convenient shorthand for groups of collaborators.

Gregory Bateson

THE TRUE CHALLENGE IS HOW NOT TO PLAY THE GAME BY THE RULES OF NATU-
RAL SCIENCE . . . HOW TO ESTABLISH AN AUTHORITY THAT ENABLES THE
PURSUIT OF THE POSSIBILITIES OF AN ALTERED SCIENCE, ONE THAT IS FAR

LESS DESTRUCTIVE.

PETER HARRIES-JONES, “UNDERSTANDING ECOLOGICAL AESTHETICS”

(2005, 67)

MY PERSONAL INSPIRATION HAS OWED MUCH TO THE MEN WHO OVER THE LAST
TWO HUNDRED YEARS HAVE KEPT ALIVE THE IDEA OF A UNITY BETWEEN MIND
AND BODY: LAMARCK . . . WILLIAM BLAKE . . . SAMUEL BUTLER . . . R. G.
COLLINGWOOD . . . AND WILLIAM BATESON, MY FATHER, WHO WAS CERTAINLY

READY IN 1894 TO RECEIVE THE CYBERNETIC IDEAS.

GREGORY BATESON, STEPS TO AN ECOLOGY OF MIND (2000, XXI-XXII)

Gregory Bateson (fig. 5.1) was born in Grantchester, near Cambridge, in 1904,
the son of the eminent geneticist William Bateson, and died in San Francisco
in 1980. He studied at Cambridge, completing the natural science tripos in
1924 and the anthropological tripos in 1926, and was a research fellow at

St. John’s College from 1931 to 1937. He made his prewar reputation as an
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Figure 5.1. Gregory Bateson in the mid-1950s. (Used courtesy of Lois Bateson.)

anthropologist in Bali and New Guinea, and in 1940 he moved from Britain
to the United States, where he worked for the Office of Strategic Services,
the forerunner of the CIA, from 1943 until 1945. Bateson was married to the
American anthropologist Margaret Mead from 1936 until 1950, and together
they were among the founding members of the Macy cybernetics conferences
held between 1946 and 1953. In the same period Bateson’s interests took a
psychiatric turn, as he lectured at the Langley Porter Clinic in San Francisco
and then worked as an ethnologist at the Veterans Administration Hospital in
Palo Alto, California (1949-63). What follows seeks to trace out some of the
main features of Bateson’s psychiatric work as it developed in a ten-year proj-
ect which formally began in 1952 with a two-year grant from the Rockefeller
Foundation. Bateson was joined in this project by Jay Haley, John Weakland,
and William Fry in 1953 and by Don Jackson in 1954.2
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In 1956 the Bateson group published the first of a series of important
papers, “Towards a Theory of Schizophrenia” (Bateson et al. 1956). There
Bateson advanced his famous concept of the double bind, and we should note
that this is entirely cybernetic. Much like the contradictory conditioning of
Pavlov’s dogs and Walter’s tortoises, the double bind was envisaged as a re-
peated situation to which the sufferer could find no satisfactory response.’
The first schizophrenia paper gave as an example a mother who encouraged
her son to display conventionally loving behavior but froze and repelled him
whenever he did, and then asked him what was wrong with him when he
moved away. Like Pavlov and Walter, then, Bateson understood schizophre-
nia as a possible response to this sort of contradictory situation. If there is no
normal way to go on, one has to find some abnormal response—total with-
drawal from communication, paranoid suspicion, an inability to take anything
literally, mistaking inner voices for the outside world, and so on.*

Thus the basic plot, and two points need clarification here. One is the
thought that Bateson’s interest in communication patterns might seem to
move us away from the cybernetic concern with performance and toward the
more familiar representational brain and self. He is, however, better seen as
again elaborating a performative understanding of communication, both ver-
bal and nonverbal—a notion of speech as a representational detour leading
out of and back to performance. The mother and son in the example are not
exchanging information so much as eliciting and responding to the behavior
of the other.®

This leads to the second point. Bateson did not think that the mother in
the example caused her son’s schizophrenia in any linear fashion. Instead, as
I mentioned earlier, on the model of the homeostat, he thought of all the par-
ties as adapting to one another in a trial-and-error search through the space of
performance, and of schizophrenia as an instance of the whole system reach-
ing a state of equilibrium having bizarre properties.®

SCHIZOPHRENIA AND ENLIGHTENMENT

IN THE EASTERN RELIGION, ZEN BUDDHISM, THE GOAL IS TO ACHIEVE ENLIGHTEN-
MENT. THE ZEN MASTER ATTEMPTS TO BRING ABOUT ENLIGHTENMENT IN HIS
PUPIL IN VARIOUS WAYS. ONE OF THE THINGS HE DOES IS TO HOLD A STICK
OVER THE PUPIL’S HEAD AND SAY FIERCELY, “IF YOU SAY THIS STICK IS
REAL, I WILL STRIKE YOU WITH IT. IF YOU SAY THIS STICK IS NOT REAL, I
WILL STRIKE YOU WITH IT. IF YOU DON’'T SAY ANYTHING, I WILL STRIKE YOU

WITH IT.” WE FEEL THAT THE SCHIZOPHRENIC FINDS HIMSELF CONTINUALLY
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IN THE SAME SITUATION AS THE PUPIL, BUT HE ACHIEVES SOMETHING LIKE
DISORIENTATION RATHER THAN ENLIGHTENMENT. THE ZEN PUPIL MIGHT REACH
UP AND TAKE THE STICK AWAY FROM THE MASTER-WHO MIGHT ACCEPT THIS
RESPONSE, BUT THE SCHIZOPHRENIC HAS NO CHOICE SINCE WITH HIM THERE
IS NO NOT CARING ABOUT THE RELATIONSHIP, AND HIS MOTHER’S AIMS AND

AWARENESS ARE NOT LIKE THE MASTER'S.

GREGORY BATESON ET AL., “TOWARDS A THEORY OF SCHIZOPHRENIA”

(1956, 208)

In the same 1956 publication, Bateson made another important move which
again echoes the general concerns of cybernetics, this time with strange per-
formances and the East, but making a much tighter connection to psychiatry
than Walter. Bateson noted a formal similarity between the double bind and
the contradictory instructions given to a disciple by a Zen master—Zen ko-
ans.” In the terms I laid out before, the koan is a technology of the nonmodern
self that, when it works, produces the dissolution of the modern self which
is the state of Buddhist enlightenment. And Bateson’s idea was that double
binds work in much the same way, also corroding the modern, autonomous,
dualist self. The difference between the two situations is, of course, that the
Zen master and disciple both know what is going on and where it might be
going, while no one in the schizophrenic family has the faintest idea. The
symptoms of schizophrenia, on this account, are the upshot of the sufferer’s
struggling to retain the modern form while losing it—schizophrenia as the
dark side of modernity.

This, then, is where Eastern spirituality entered Bateson’s approach to psy-
chiatry, as a means of expanding the discursive field beyond the modern self.®
And here it is interesting to bring in two more English exiles to California,
Alan Watts and Aldous Huxley. Watts was a very influential commentator on
and popularizer of Zen Buddhism in the United States in the 1950s, and he was
also a consultant on Bateson’s schizophrenia project (Haley 1976, 70). Two of
the project’s principals, Haley and Weakland, “took a course from Watts on
the parallels between Eastern philosophy and Western psychiatry, back in the
days when he was Director of the American Academy of Asian Studies. I think
the focus on Zen offered us an alternative to the ideas about change offered
in psychiatry in the 1950s” (Haley 1976, 107). It makes sense, then, to see Zen
as a constitutive element of the Batesonian approach to schizophrenia. And,
interestingly, Bateson’s cybernetics also fed back into Watts’s expositions of
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Buddhism. In The Way of Zen (1957, 57-58), Watts drew on cybernetics as “the
science of control” to explain the concept of karma. His models were an over-
sensitive feedback mechanism that continually elicits further corrections to its
own performance, and the types of logical paradox that Bateson took to illumi-
nate the double bind. Watts also discussed the circular causality involved in the
“round of birth-and-death,” commenting that in this respect, “Buddhist phi-
losophy should have a special interest for students of communication theory,
cybernetics, logical philosophy, and similar matters.” This discussion leads
Watts directly to the topic of nirvana, which reminds us of the connection that
Walter and Ashby made between nirvana and homeostasis. Watts later returns
to a discussion of cybernetics (135ff.), now exemplified by pathologies of the
domestic thermostat, to get at a peculiar splitting of the modern mind—its
tendency to try to observe and correct its own thought patterns while in pro-
cess—and he also mentions the double bind (142), though not in connection
with madness, citing Jurgen Ruesch and Bateson (1951). Here, then, we have a
very interesting instance of a two-way flow between cybernetics and Buddhist
philosophy, with the nonmodern self as the site of interchange.

Next, to understand Laing’s extension of Bateson it helps to know that
Aldous Huxley had also evoked a connection between schizophrenia and en-
lightenment two years prior to Bateson (neither Bateson nor Laing ever men-
tioned this in print, as far as I know; Huxley cited D. T. Suzuki as his authority
on Zen, rather than Watts). In what became a countercultural classic of the
sixties, The Doors of Perception (1954), Huxley offered a lyrical description of
his perceptions of the world on taking mescaline for the first time and tried to
convey the intensity of the experience via the language of Zen philosophy—he
speaks of seeing the dharma body of the Buddha in the hedge at the bottom
of the garden, for example. But he also linked this experience to schizophre-
nia. Having described his experience of garden furniture as a “succession of

azure furnace-doors separated by gulfs of unfathomable gentian,” he went on
(45-47):

And suddenly I had an inkling of what it must feel like to be mad. . . . Con-
fronted by a chair which looked like the Last Judgement. . . . I found myself all
at once on the brink of panic. This, I suddenly felt, was going too far. The fear, as
I analyse it in retrospect, was of being overwhelmed, of disintegrating under a
pressure of reality greater than a mind accustomed to living most of the time in
a cosy world of symbols could possibly bear. . . . The schizophrenic is like a man

permanently under the influence of mescalin, and therefore unable to shut off
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the experience of a reality which he is not holy enough to live with, which he
cannot explain away . . . [and which] scares him into interpreting its unremit-
ting strangeness, its burning intensity of significance, as the manifestations of
human or even cosmic malevolence, calling for the most desperate of counter-
measures, from murderous violence at one end of the scale to catatonia, or

psychological suicide, at the other.

Huxley’s first-person account of his mescaline experience served to fill in a
phenomenology of enlightenment and madness that Bateson had left unde-
veloped, and it was this specific phenomenology that informed the sixties
imagination of both—and that, conversely, made schizophrenia a key referent
(among the much wider field of mental conditions that concerned Walter,
Ashby, and orthodox psychiatry).?

We can return to Bateson. In 1961 he took the development of his thinking
on schizophrenia one step further in his new edition of Perceval’s Narrative, a
first-person account of madness and spontaneous remission dating from the
early nineteenth century. In his introduction to the book, Bateson described
madness as a temporally extended process with a distinctive structure, which
constituted a higher level of adaptation than those modelled by Walter’s tor-
toises or Ashby’s homeostats.'” Here is the key passage (Bateson 1961, xiv):

Perceval’s narrative and some of the other autobiographical accounts of schizo-
phrenia propose a rather different view of the psychotic process [from that of
conventional psychiatry]. It would appear that once precipitated into psycho-
sis the patient has a course to run. He is, as it were, embarked upon a voy-
age of discovery which is only completed by his return to the normal world,
to which he comes back with insights different from those of the inhabitants
who never embarked on such a voyage. Once begun, a schizophrenic episode
would appear to have as definite a course as an initiation ceremony—a death
and rebirth—into which the novice may have been precipitated by his family
life or by adventitious circumstance, but which in its course is largely steered
by endogenous process.

In terms of this picture, spontaneous remission is no problem. This is only
the final and natural outcome of the total process. What needs to be explained
is the failure of many who embark on this voyage to return from it. Do these
encounter circumstances either in family life or institutional care so grossly
maladaptive that even the richest and best organised hallucinatory experience

cannot save them?
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There is more to be said about Bateson, but this is as far as we need to go in
exploring his cybernetic understanding of schizophrenia. In this passage he
arrives at an image of the schizophrenic as an exceedingly complex system, in
Stafford Beer’s terms—a system with its own dynamics, with which one can
possibly interfere but which one cannot control, “a voyage of discovery . . .
largely steered by endogenous process.” From one perspective, the model
for the voyage could be the homeostat or DAMS or one of Stuart Kauffman’s
simulations of gene networks, but Bateson alluded instead to richer and more
substantive referents: initiation ceremonies and alchemy (the motif of death
and rebirth). Schizophrenia and recovery appear here as a sort of gymnastics
of the soul, as Foucault might have said—a plunge beyond the modern self,
precipitated by adaptation to double binds, with psychosis as a higher level of
adaptation that returns to a transformed self.

THERAPY

WE DO NOT LIVE IN THE SORT OF UNIVERSE IN WHICH SIMPLE LINEAL CONTROL

IS POSSIBLE. LIFE IS NOT LIKE THAT.

GREGORY BATESON, “CONSCIOUS PURPOSE VERSUS NATURE” (1968, 47)

At this point it would be appropriate to move from psychiatric theory to
practice, but since Laing and his colleagues went further than Bateson in
that direction, much of this discussion can be postponed for a while. What
I should emphasize here is that Bateson’s understanding of schizophrenia
hung together with a principled critique of orthodox psychiatry, and this gets
us back to the fork in the road where Bateson and Laing split off from Ashby
and Walter. Just as one can think of relations within the family on the model
of interacting homeostats all searching for some sort of joint equilibrium, one
can also think of relations between sufferers and psychiatrists on that model.
Ashby, of course, thought of the psychiatric encounter asymmetrically, as a
site where the psychiatrist used electric shocks or surgery to try to jolt the
patient back into normality. Bateson, instead, thought such an approach was
worse than useless. Implicit in the notion of the self as an exceedingly com-
plex system is the idea that it is not subject to any sort of determinate, linear
control. One can impinge on the dynamics of the self as one can impinge on
the dynamics of a homeostat, but not with any determinate outcome. From

this perspective, the chance that blasting someone’s brain with current would
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simply straighten that person out psychiatrically is very small. And if one
adds in Bateson’s later idea of psychosis as a voyage with an adaptive course to
run, then such interventions appear entirely counterproductive—“hindering
and even exacerbating circumstances during the progress of the psychosis”
(Bateson 1961, xvi)—which simply leave sufferers stuck in their double binds
without any possibility of escape.

Already in the early 1950s Bateson echoed Harry Stack Sullivan’s critique
of “mechanistic thinking which saw [man] so heavily determined by his in-
ternal psychological structure that he could be easily manipulated by pressing
the appropriate buttons.” In contrast, Bateson favored

the Sullivanian doctrine [which] places the therapeutic interview on a hu-
man level, defining it as a significant meeting between two human beings. . . .
If . . . we look at the same Sullivanian doctrine of interaction with the eyes of a
mathematician or circuit engineer, we find it to be precisely the theory which
emerges as appropriate when we proceed from the fact that the two-person
system has circularity. From the formal, circularistic point of view no such in-
teractive system can be totally determined by any of its parts: neither person
can effectively manipulate the other. In fact, not only humanism but also rigor-
ous communications theory leads to the same conclusion. (Ruesch and Bateson

1951, quoted by Heims 1991, 150)

Adumbrated here, then, is a symmetric version of cybernetic psychiatry, in
which the therapist as well as the patient appears within the frame, more
or less on the same plane as each other, as part of a continuing process that
neither can control." But still, just what should this process look like? The
most enduring legacy of Batesonian psychiatry is family therapy, in which the
therapist enters into the communication patterns of families and tries to help
them unravel double binds (Lipset 1980; Harries-Jones 1995). Bateson’s own
favored approach seems to have been simply an unstructured and open-ended
engagement with sufferers—chatting, eating together, playing golf (Lipset
1980, chap. 12)." More on this when we get to Laing.

AS NOMAD

UNTIL THE PUBLICATION OF STEPS [BATESON 1972], GREGORY MUST HAVE
GIVEN THE IMPRESSION, EVEN TO HIS STRONGEST ADMIRERS, OF TAKING UP
AND THEN ABANDONING A SERIES OF DIFFERENT DISCIPLINES; SOMETIMES HE

MUST HAVE FELT HE HAD FAILED IN DISCIPLINE AFTER DISCIPLINE. LACKING
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A CLEAR PROFESSIONAL IDENTITY, HE LACKED A COMFORTABLE PROFESSIONAL

BASE AND A SECURE INCOME.

MARY CATHERINE BATESON (2000, VIII)

We can leave Bateson by examining the social basis of his cybernetics, and
the point to dwell on is his nomadism. Even more than Walter and Ashby,
Bateson was a wanderer. He never held a permanent position in his life; his
work always lacked a secure institutional base. Instead, apart from temporary
teaching positions, he took advantage of the ample funding opportunities
available in the postwar United States, although this sometimes left him with
no support at all. The schizophrenia project was funded in its first two years
by the Rockefeller Foundation, but the grant was not renewed after that and
“my team stayed loyally with me without pay.” Eventually, “the Macy Founda-
tion saved us,” followed by grants from the Foundations Fund for Psychiatry
and the National Institute of Mental Health. “Gradually it appeared that . . . I
should work with animal material, and I started to work with octopuses. My
wife, Lois, worked with me, and for over a year we kept a dozen octopuses
in our living room. This preliminary work was promising but needed to be
repeated and extended under better conditions. For this no grants were avail-
able. At this point, John Lilly came forward and invited me to be the director of
his dolphin laboratory in the Virgin Islands. I worked there for a year and be-
came interested in the problems of cetacean communications, but I think I am
not cut out to administer a laboratory dubiously funded in a place where the
logistics are intolerably difficult” (M. C. Bateson 2000, xx—xxi). And so on.
Bateson’s octopuses in the living room remind me of the robot-tortoises
in Walter’s kitchen.”® Again we are in the presence of a life lived at odds with
and transversely to the usual institutional career paths. What should we make
of this? Bateson was a scholar with no scholarly place to be, and we could
think of this in terms of both repulsion and attraction. On the former, Bateson
tended to be critical of the fields whose terrain he crossed, and none more
so than psychiatry. Unlike Walter and Ashby, Bateson was intensely critical
of orthodox psychiatry, and his analysis of the double bind implied a drastic
departure from orthodox modes of therapy, as we can explore further below.
Here we approach Deleuze and Guattari’s sense of the nomad as a threat to the
state and the established social order. From the side of attraction, Bateson was
always searching for like-minded people to interact with, but never with great
success. Lipset (1980, 232) records that in 1959 Bateson applied for a three-
year fellowship at the Institute for Advanced Study in Princeton. The director,
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Robert Oppenheimer, put him off, on the grounds that the institute was not
interdisciplinary enough, to which Bateson replied, “I sometimes think that
the ideal sparring partners died off like the dinosaurs at the end of the eigh-
teenth century.” In the absence of a stable group of sparring partners, Bateson
tried several times to assemble temporary groups in the form of intense con-
ferences (echoing the Macy conferences), the best known of which were two
long meetings in 1968 and 1969 sponsored by the Wenner-Grenn Foundation,
organized around Bateson’s ecological concerns (Gordon Pask was one of the
invitees).” Again we return to the improvised basis of cybernetics.

Having said all that, we can now note that there was one social location that
offered Bateson a home. Though Bateson’s biographers show little interest in
this, one can easily make a case for a close association between him and the
West Coast counterculture, especially in the later years of his life. The connec-
tion Bateson made between madness and enlightenment became a standard
trope of the sixties, of course, but Bateson’s interests in strange performances
and altered states ranged far beyond that. In 1974, for example, he returned
to a topic of his prewar anthropological research: the states of trance he had
studied in Bali (Lipset 1980, 282—84). Lipset (281) records a conversation
about LSD at around the same between Bateson and Carter Wilson: Wilson
“finally asked him if he thought there was something truly different about the
kind of experience LSD provides. Long pause. Then Gregory said slowly that
yes, he did think you could say that the experience under LSD was different in
kind from other experiences. And that once you had had it then you knew—a
very long pause—that it was an experience you could have again for a dollar.”
One can deduce that Bateson was no stranger to the acid culture of the time,
even if this entailed a degree of distance.” Along much the same lines, on 28
October 1973 Bateson wrote a brief account of his experience of floating for
an hour in John Lilly’s sensory deprivation tank: “Mostly away—no—just no
words? Briefly a dream—switching to and fro between the others (?Lilly. J.)
is a boy; I am a man. And vice versa he is a man, I a boy—mostly just float-
ing. . . . Relaxing from all that—very definite process, interrupted by Lilly call-
ing to me ‘Are you all right?’ Opened lid which for two of us sort of joke” (Lilly
1977, 189)."°

Bateson scholars refer to Lilly as a man who did research on dolphins and
gave Bateson a job. But he was also a leading figure in the U.S. countercul-
ture and the New Age movement, one of the great explorers of consciousness,
finding his spiritual guides while spending long hours in his tanks under the
influence of LSD (Lilly 1972). Another friend of Bateson’s was Stewart Brand,
the founder of The Whole Earth Catalog, another key figure in the psychedelic
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sixties, closely associated with the Grateful Dead and Ken Kesey’s acid tests,
for example. Brand read Bateson’s Steps to an Ecology of Mind when it first
appeared in 1972, “to find that it spoke to the ‘clear conceptual bonding of
cybernetic whole-systems thinking with religious whole-systems thinking.. ..
Relations between the two men expanded in the spring of 1974, when Brand
founded the CoEvolution Quarterly. . . . Part of his focus was now in homage
of Bateson.” In 1975 Brand introduced Bateson to Jerry Brown, the governor
of California, who appointed him to the board of regents of the University of
California in late 1976 (Lipset 1980, 286, 290)."”

At an institutional level, Bateson had various temporary teaching appoint-
ments over the course of his life. The last of these was from 1972 to 1978, part-
time in the Department of Anthropology at the new Santa Cruz campus of
the University of California. He affiliated himself there with Kresge College,
“the most radical of the Santa Cruz experiments in undergraduate education
[which] tended towards crafts, meditation, utopias, gardening, and poetry
writing” (Lipset 1980, 280). His last appointment, from 1978 to 1980 was
as scholar in residence at the Esalen Institute at Big Sur, the epicenter of the
nascent New Age movement.'® Bateson died on 4 July 1980 at the Zen Center
in San Francisco.

What should we make of this? Evidently, northern California was a key site
at which cybernetics crossed over into the broader field of the counterculture,
as it hung on there into the 1970s and mutated into New Age." Gregory Bate-
son was at the heart of this, and the medium of exchange was a shared interest
in what I called earlier the performative brain but which is better described in
Bateson’s case as the performative self—a nonmodern self capable of strange
performances and the achievement of altered states, including a pathological
disintegration into madness in one direction, and dissolution into nirvana in
the other. There is one other link between Bateson and the counterculture
that will get us back across the Atlantic. He was friends with R. D. Laing.

R. D. Laing

I WAS TRYING TO DESCRIBE THE FAMILY “MANGLE,” THE WAY FAMILIES MANU-

FACTURE PAIN FOR THEIR MEMBERS.

R. D. LAING, INTERVIEW, QUOTED IN BURSTON (1996, 101)

R. D. Laing (as he was named on his book jackets and known to popular

culture), Ronald David Laing, was born in Glasgow on 7 October 1927 and
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Figure 5.2. R. D. Laing. Used courtesy of University of Glasgow Library.

died playing tennis in the south of France in 1989 (fig. 5.2).2° He studied medi-
cine at Glasgow University from 1945 to 1951, when, after six months of
neurosurgical internship, he was called up by the army and “summarily in-
formed” that he was now a psychiatrist. He left the army in 1953 and found a
position at Glasgow Royal Mental Hospital. In 1957 he headed south, joining
the Tavistock Institute in London in 1957 and remaining there until 1967
(Howarth-Williams 1977, 4-5).* During the 1960s he published seven books
and many articles while developing and implementing an increasingly radical
psychiatric stance, becoming a key figure in what is often referred to as the
“antipsychiatry movement”* He also became a central figure in the British
“underground” scene, and the publication in 1967 of his popular book The
Politics of Experience brought him national and international attention and
even notoriety.



GREGORY BATESON AND R.D. LAING : 185

Laing’s writings portray him as a scholar and an intellectual, drawing upon
works in Continental philosophy and current sociology to construct a “so-
cial phenomenology” that might inform our understanding of mental illness
and psychiatric practice (see Howarth-Williams 1977, on which I have drawn
extensively). Laing did not describe himself as a cybernetician, but his work
was certainly cybernetic, inasmuch as from 1958 onward he was strongly in-
fluenced by Gregory Bateson, which is why he bears attention here.” Laing’s
second book, Self and Others, for example, includes a long discussion of the
double bind, including the statement that “the work of the Palo Alto group
[Bateson et al.], along with Bethesda, Harvard, and other studies, has . . .
revolutionized the concept of what is meant by ‘environment’ and has already
rendered obsolete most earlier discussions on the relevance of ‘environment’
to the origins of schizophrenia” (Laing 1961, 129).%

Laing was not uncritical of Bateson, however. Bateson had a fondness for
formal logic and wanted to understand the double bind on the model of a logi-
cal paradox—the Cretan who says “all Cretans are liars,” and so on. Laing put
something more empirically and phenomenologically satisfying in its place.
His 1966 book Interpersonal Perception, for example (written with H. Phil-
lipson and A. Robin Lee), explores the levels and structures of interpretation
that go into the formation of “what he thinks she thinks he thinks,” and so
on. The end result is much the same as the double bind, though: pathologi-
cal reflections back and forth in communication, “whirling fantasy circles,”
Laing calls them, from which escape is difficult or impossible, and that are “as
destructive to relationships, individual (or international), as are hurricanes
to material reality” (Laing, Phillipson, and Lee 1966, 22). As it happens, this
is the context in which Laing came closest to explicitly cybernetic language.
When he remarked of these spirals that “the control is reciprocal . . . the cau-
sality is circular” (118), he was echoing the subtitle of the Macy conferences:
“Circular Causal and Feedback Mechanisms in Biological and Social Sciences.”
It is also worth noting that this strand of Laing’s work fed straight back into
the mainstream of cybernetics: Gordon Pask made it the basis of his formal
theory of “conversation,” meaning any kind of performative interactions be-
tween men and machines.*

But it was Bateson’s notion of madness as an inner voyage that Laing really
seized upon, no doubt because it spoke to his own psychiatric experience, and
that contributed greatly to Laing’s reputation and impact in the sixties. Two
talks that Laing gave in 1964, which were revised in 1967 as the key chapters
(5 and 6) of The Politics of Experience, take this idea very seriously (reproduc-

ing my Bateson quote in its entirety) and offer vivid elaborations, with strong
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echoes of Huxley’s The Doors of Perception: the space of the nonmodern self as
experientially a place of wonder and terror, “the living fount of all religions”
(131), schizophrenia as an unexpected and unguided plunge into “the infi-
nite reaches of inner space” (126-27), the need for a “guide” to inner space—
Laing’s colleague David Cooper was the first to invoke the figure of the
shaman in print, I think (Cooper 1967)—modernity as a denial of the non-
modern self and nonmodern experience which leaves the voyager at a loss:
modernity as, in this sense, itself a form of madness.

ON THERAPY

DR. LAING, I AM TOLD THAT YOU ALLOW YOUR SCHIZOPHRENIC PATIENTS TO

TALK TO YOU.

A CHIEF PSYCHIATRIC SOCIAL WORKER, QUOTED IN LAING,

WISDOM, MADNESS AND FOLLY (1985, 142)

This quick sketch of Laing’s thought and writing is enough to establish that
his understanding of madnesss and therapy was in very much the same cyber-
netic space as Bateson’s. Now I want to see what this approach looked like in
practice. I can first sketch the basic problematic in general terms and then we
can look at a series of implementations.

My quotation from Bateson included the idea that psychotic inner voyages
have their own endogenous dynamics. This is integral to the idea of psychosis
as an adaptive mechanism. But the example of the Zen master and Laing’s idea
of “the guide” both entail the notion that one can somehow participate in that
dynamics from the outside, even if one cannot control it (which is, again, the
sense of the word “steersman,” from which Wiener derived the word “cyber-
netics”). The question for Laing and his fellows was, then, how to latch on, as
it were, to schizophrenics—how to get in touch with them, how to adapt to
them—when schizophrenia was more or less defined by the disruption of con-
ventional patterns of communication. The only answer to that question that I
can see is trial-and-error experimentation with behavior patterns to see what
works. One thus arrives at the symmetric image of sufferers and psychiatrists
as assemblages of homeostats running through sequences of configurations in
pursuit of a joint equilibrium, with this difference: Ashby’s homeostats were
hard wired to be sensitive to specific variables, whereas the psychiatric experi-
ment necessarily included a search for the relevant variables. In Ashby’s terms
(though he himself did not think of psychiatry in this way), the psychiatrists
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had to expand the variety of their performances in their attempts to latch
onto schizophrenia. Now we can look at some examples of what this meant
in practice.

1. An enduring thread in Laing’s psychiatry was that it might help to treat
the mentally disturbed “simply as human beings” (Howarth-Williams 1977, 8).
This seems quite an obvious thing to do and hardly radical until one remem-
bers that that it was just what orthodox psychiatry did not do. Laing talked to
his patients, an activity strongly discouraged in orthodox psychiatric circles
as stimulating the “schizophrenic biochemical processes” that drugs were in-
tended to inhibit.?® And it is worth noting that Laing undertook such interac-
tions, both verbal and nonverbal, in a performative spirit, as a way of getting
along with the patients, rather than a representational and diagnostic one

(Laing 1985, 143):

In a recent seminar that I gave to a group of psychoanalysts, my audience be-
came progressively aghast when I said that I might accept a cigarette from a pa-
tient without making an interpretation. I might even offer a patient a cigarette.
I might even give him or her a light.

“And what if a patient asked you for a glass of water?” one of them asked,
almost breathlessly.

“I'would give him or her a glass of water and sit down in my chair again.”

“Would you not make an interpretation?”

“Very probably not.”

Alady exclaimed, “I'm totally lost.”

In this instance, then, latching onto schizophrenics involved just the same
tactics as one might deploy with the girl or boy next door. Hardly radical in
themselves, as I said, but utterly divergent from the mainstream psychiatry of
Laing’s day. The expansion of the therapist’s variety in performance, relative
to standard practice, is evident. As usual, we see that ontology (the symmetric
rather than the asymmetric version of cybernetics) makes a difference.

2. It once surprised to me to discover the enormous amount of serious
scientific, clinical, and philosophical attention that was generated by LSD
in the 1950s and 1960s (see, for example, Solomon 1964; and Geiger 2003).
In psychiatry, LSD figured in at least three ways. One was as a psychoto-
mimetic, capable of inducing psychotic symptoms in the subjects of laboratory
experiments. Another was as yet another weapon in the arsenal of psychic
shocks—as in Ashby’s inclusion of LSD in his blitz therapy. But third, from the
other side, LSD also featured as a technology of the nonmodern self, a means
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of destabilizing the everyday self of the therapist and thus helping him or her
to gain some sort of access to the experiential space of his or her patients.”
Laing never wrote about this, as far as I can ascertain, but it is clear from vari-
ous sources that he was indeed heavily involved with LSD in the early 1960s.
Martin Howarth-Williams (1977, 5) records that in 1961 Laing was “experi-
menting with the (legal) use of hallucinogens such as LSD” and that by 1965
he was “reputedly taking (still legal) LSD very frequently.” In what appears
to be a thinly disguised account of the period, Clancy Sigal’s novel Zone of the
Interior (1976) has the narrator doing fabulous amounts of acid supplied by a
therapist who sounds remarkably like Laing, and often wrestling naked with
him while tripping.*®

Here, then, we find the cybernetic concern with altered states in a new
and performative guise, with LSD as a means to put the therapist into a new
position from which possibly to latch onto the patient. We are back to what I
just called the gymnastics of the soul, and the contrast with orthodox psychi-
atric therapy is stark. Likewise, LSD exemplifies nicely the idea of expanding
the variety of the therapist as a way of coming alongside the sufferer—en-
try into an altered state. We could also notice that while I described verbal
communication earlier as a detour away from and back to performance, here
LSD features as a dramatic contraction of the detour—a nonverbal tactic for
getting alongside the sufferer as a base for not necessarily verbal interaction
(wrestling!). This theme of curtailing the detour will reappear below.*

3. The two examples so far have been about microsocial interactions be-
tween therapist and patient. Now we can move toward more macrosocial
and institutional instantiations. Laing’s first publication (Cameron, Laing,
and McGhie 1955) reported a yearlong experiment at Glasgow Royal Mental
Hospital in which eleven of the most socially isolated chronic schizophrenics
spent part of each day in a room with two nurses. The nurses had no direct in-
structions on how to perform, and Laing and his coauthors regarded this proj-
ect simply as an experiment in which the patients and nurses had a chance “to
develop more or less enduring relations with one another” (Cameron, Laing,
and McGhie 1955, 1384). This “rumpus room” experiment, as it has been
called, was Laing’s tactic of relating to patients as human beings writ large and
carried through by nurses instead of Laing himself. Over a year, the nurses and
patients were left to adjust and adapt to one another, without any prescrip-
tion how that should be accomplished. And, first, we can note that this tactic
worked. The patients changed for the better in many ways (Cameron, Laing,
and McGhie 1955, 1386): “They were no longer isolates. Their conduct be-
came more social, and they undertook tasks which were of value in their small
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community. Their appearance and interest in themselves improved as they
took a greater interest in those around them. . . . The patients lost many of the
features of chronic psychoses; they were less violent to each other and to
the staff, they were less dishevelled, and their language ceased to be obscene.
The nurses came to know the patients well, and spoke warmly of them.” Second,
we can return to the image of interacting homeostats searching for some joint
equilibrium and note that the nurses as well as the patients changed in the
course of their interactions. In the first few months, the nurses tried giving the
patients orders, sedated them before they walked over to the allotted space,
and so on. But after some time (1385), “the [two] nurses [became] less worried
and on edge. They both felt that the patients were becoming more ‘sensible,
From a survey of what the patients were saying at this period, however, it is
clear that the change lay with the nurses, in that they were beginning to un-
derstand the patients better. They ceased always to lock the stair door, and to
feel it necessary for the patients to be sedated in the mornings. They began to
report more phenomenological material. They became more sensitive to the
patients’ feelings and more aware of their own anxieties.” Third, this change
in nursing practice again points to the fact that ontology makes a difference.
Giving orders and sedatives and locking doors were standard ways of han-
dling “chronic deteriorated schizophrenics” (1384) (who were presumed to
be beyond the help of ECT, etc.), but in the new experimental setup, nursing
grew away from that model as the nurses and patients adapted to one another.
Fourth, we should note that this experiment provoked institutional frictions,
inasmuch as it departed from the usual practices of the hospital (1386): “The
problems which arise when a patient is felt to be ‘special’ caused difficulty.
Comments that all the ‘rumpus room patients’ were being specially treated
were common among the staff. The group nurses, who did not work on a shift
system but were free in the evenings and the weekends, were considered to
have a cushy job. The group nurses reacted in a defensive way to this, adopting
a protective attitude when their patients were criticized during staff discus-
sions.” This quotation points both to the fact that symmetric psychiatry dif-
fered in institutional practice from orthodox psychiatry and to the frictions
that arise when one form of practice is embedded within the other. Laing and
his colleagues remarked, “Tensions of this kind are lessening” (1386), but they
will resurface below.

4. We can contextualize the rumpus room. British psychiatry in and after
World War II included a variety of developments in “social” or “communal
psychiatry” These entailed a variety of elements, but we should focus on a
leveling of the social hierarchy and a transformation of power relations within
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the mental hospital.*® As discussed already, the traditional mental hospital had
a top-down power structure in which doctors gave orders to nurses who gave
orders to patients. Social psychiatry, in contrast, favored some measure of
bottom-up control. Patients and staff might meet as a group to discuss condi-
tions in the hospital or individual mental problems.* The Glasgow rumpus
room experiment can be seen as a radical early variant of this approach, and
one later development from the early sixties is particularly relevant here—
David Cooper’s experimental psychiatric ward, Villa 21, at Shenley Hospital,
where patients were encouraged to take care of their surroundings and each
other. “The venture, while it lasted, was a modest success and many interest-
ing lessons were learnt,” but it ran into many of the same problems as had the
rumpus room before it: embedding this kind of a bottom-up structure within
a top-down institution created all sorts of problems and tensions, nicely
evoked in Zone of the Interior. Villa 21 and its inmates made the whole hospital
look untidy; the patients disrupted the orderly routines of the institution;
nurses feared for their jobs if the patients were going to look after themselves.
“Cooper concluded that any future work of this kind had to be done outside
the great institutions” (Kotowicz 1997, 78).%

This gets us back to Laing. In 1965, Laing, Cooper, Aaron Esterson, Sidney
Briskin, and Clancy Sigal decided to found a therapeutic community entirely
outside the existing institutions of mental health care in Britain.** In April
1965, they established the Philadelphia Association as a registered charity
with Laing as chairman, and with the object of taking over, two months later,
a large building in the East End of London, Kingsley Hall, as the site for a
new kind of institution (Howarth-Williams 1977, 52).** Kingsley Hall itself
closed down in 1970, but the Philadelphia Association continued the project
into the 1970s with a series of therapeutic communities that moved between
condemned houses in Archway, north London. Life in these communities is
the best exemplification I know of what a symmetric cybernetic psychiatry
might look like in practice, and I therefore want to examine it in some de-
tail. The proviso is, alas, that documentary information is thin on the ground.
The only book-length account of life at Kingsley Hall is Mary Barnes and Joe
Berke’s Two Accounts of a Journey through Madness (1971), though Zone of the
Interior is illuminating reading. On Archway, the only written source is The
David Burns Manuscript (Burns 2002), written by one of the residents, un-
published but available online. There is also a documentary film made at one
of the Archway houses over a period of seven weeks in 1971, Asylum, by Peter
Robinson.* This lack of information is itself an interesting datum, given the

impressive amounts of time and emotional energy expended at Kingsley Hall
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especially, though I am not sure what to make of it. The obvious interpreta-
tion is that even people who are committed to transforming practice remain

happier writing about ideas.*

KINGSLEY HALL

ALL LIFE IS MOVEMENT. FOR INSTANCE, ONE MAY BE HIGH OR LOW, BE BE-
SIDE ONESELF . . . GO BACK OR STAND STILL. OF THESE MOVEMENTS, THE
LAST TWO IN PARTICULAR TEND TO EARN THE ATTRIBUTION OF SCHIZOPHRE-
NIA. PERHAPS THE MOST TABOOED MOVEMENT OF ALL IS TO GO BACK.

AT COOPER’S VILLA 21 AND IN OUR HOUSEHOLDS, THIS MOVEMENT HAS NOT
BEEN STOPPED. IF ALLOWED TO GO ON, A PROCESS UNFOLDS THAT APPEARS TO
HAVE A NATURAL SEQUENCE, A BEGINNING, MIDDLE AND END. INSTEAD OF THE
PATHOLOGICAL CONNOTATIONS AROUND SUCH TERMS AS “ACUTE SCHIZOPHRENIC

BREAKDOWN,” I SUGGEST AS A TERM FOR THIS WHOLE SEQUENCE, METANOIA.

R. D. LAING, 1967 (QUOTED BY HOWARTH-WILLIAMS 1977, 80-81)

PERHAPS THE MOST CENTRAL CHARACTERISTIC OF AUTHENTIC LEADERSHIP
IS THE RELINQUISHING OF THE IMPULSE TO DOMINATE OTHERS. . . . THE
MYTHICAL PROTOTYPE OF THE INAUTHENTIC LEADER IS WILLIAM BLAKE'S
URIZEN, THE MAN OF HORIZON, OF LIMITS, CONTROL, ORDER. . . . THE
NAZI DEATH CAMPS WERE ONE PRODUCT OF THIS DREAM OF PERFECTION. THE
MENTAL HOSPITAL, ALONG WITH MANY OTHER INSTITUTIONS IN OUR SOCIETY,

IS ANOTHER.

DAVID COOPER, PSYCHIATRY AND ANTI-PSYCHIATRY (1967, 96-97)

THERE WAS A SPECIAL PSYCHIC ATMOSPHERE WITHIN THE COMMUNITIES; THERE
WAS A HOPE AND A PROMISE; THERE WAS A FEELING OF THE GROWTH OF CON-
SCIOUSNESS, OF EVOLUTION. . . . IT WAS A SPIRITUAL REFUGE, A PLACE
WHERE ONE COULD GROW AND CHANGE AND LEARN IN A WAY THAT WAS IMPOS-

SIBLE OUTSIDE, LIKE A MONASTERY OR A CAVE IN THE MOUNTAINS.

DAVID BURNS, THE DAVID BURNS MANUSCRIPT (2002, 20)

Kingsley Hall (fig. 5.3) could accommodate up to fourteen people; it included
shared spaces, such as a dining room, a kitchen, a game room, and a library
that became a meditation room; there was also a meeting room that could
accommodate about a hundred people.”” The group that lived there was
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Figure 5.3. Kingsley Hall, London. (Photograph by Gordon Joly, used under Creative

Commons Share Alike 2.5 Generic License.)

mixed. It included schizophrenics and psychiatrists—hence “therapeutic
community”—but, according to an American resident therapist, Joe Berke,
“the majority of the community, and visitors, were not medical or paramedi-
cal men and women. Many were artists, writers, actors or dancers” (Barnes
and Berke 1971, 260). Kingsley Hall thus offered a kind of support commu-
nity for the mentally ill; put very crudely, it was a place designed to help
people through the sorts of inner voyages that Bateson had first conjured up
in Perceval’s Narrative, free from the interruptions of mainstream psychiatry.

Kingsley Hall was run as a commune—an association of adults who chose
to live together, all paying rent and free to come and go as they pleased (in-
cluding to work, if they had jobs). And the key point to grasp is thus that at
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Kingsley Hall the mentally troubled and psychotherapists (and others) came
together symmetrically within a very different frame of power relations from
those of the conventional mental hospital. Except for the usual mundane con-
siderations of communal living, the therapists and the mad were on the same
plane.®® The therapists were not in charge, they did not make the rules, and
they did not deploy the standard psychotherapeutic techniques—they did not
prescribe drugs or ECT for the other residents, for example.

It is also worth noting right away that life at Kingsley Hall asked a lot of its
residents, including the psychiatrists. Conditions there, and later at Archway,
were often, by conventional standards of domesticity, hellish. The behavior of
schizophrenics is, almost by definition, often bizarre. It can take the form of
catatonic withdrawal, which is disturbing enough, but David Burns (2002)
mentions residents at Archway who would shout continually for days on end,
frequent trashings of the kitchen, a tendency to disrobe and stroll off to the
shops naked (with accompanying hassles with neighbors and police); the
ubiquity of potential violence; and a resident who stabbed a cat to death.”
At Kingsley Hall, psychotic behavior also included urinating and smearing
excrement all over the place (Barnes and Berke 1971). No picnic, and not sur-
prisingly therapists and others in residence tended to burn out from stress in
a period of weeks or months, typically moving out but continuing to visit the
community. Laing, in fact, lasted longer than most, staying at Kingsley Hall
for its first year, before establishing a smaller community in his own home.*°
Staging a place where madness could be acted out carried a significant price;
conventional psychiatry looks like an easy way out in comparison with
antipsychiatry.

What did life at Kingsley Hall look like? There are accounts of Laing’s role
as dinner-time raconteur and guru, dancing through the night and annoy-
ing the neighbors. Clancy Sigal (1976) portrays Laing as an evil genius and
claims to have gone mad there just to please him. To get much further, we
have to turn to Barnes and Berke’s Two Accounts of a Journey through Madness
(1971). Barnes was a mentally disturbed woman who found her way to Laing
and moved to Kingsley Hall when it opened, determined finally to live out
an inner voyage; Joe Berke was an American therapist at Kingsley Hall who
took much of the responsibility for looking after Mary. The book interweaves
descriptions of Mary’s journey written by both, and on these accounts Berke’s
strategy in latching onto Barnes was a double one.

One prong was performative. “As soon as I got to Kingsley Hall, T realized
the best way to learn about psychosis would be for me to help Mary ‘do her
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things. And so I did. . . . Getting to know Mary was simple. I imagined where
she was at and then met her on that level. Our first encounter consisted of my
growling at her and she growling back at me” (Barnes and Berke 1971, 221).
Mary’s voyage consisted in going back to her early childhood, and much of
Berke’s engagement with her consisted in setting up such childlike physical
games (Mary was forty-two when she went to Kingsley Hall). Besides bears,
they also played together at being sharks and alligators. Mary would often
hit Joe, and on a couple of occasions Joe hit Mary and made her nose bleed.
He fed Mary, when necessary, with milk from a baby’s bottle, and bathed her,
including one occasion when she had smeared herself with feces. He provided
her with drawing and painting materials and Mary responded avidly, produc-
ing a series of large paintings and later becoming a successful artist. And the
trial-and-error aspect of these experiments in engagement is evident in the
fact that not all of them worked (Barnes and Berke 1971, 224):

It became obvious that it wasn’t words that mattered so much as deeds, and
even when the words and deeds coincided and were seemingly accepted by
her, the ensuing state of relaxation could revert to one of agony for the barest
of reasons. All T had to do was turn my head, or look inattentive, or blink an eye
while feeding her, and Mary began to pinch her skin, twist her hair, contort her
face, and moan and groan. Worse shrieks followed if I had to leave the room and
get involved in another matter at about the time she was due for a feed. Suffice
to say that if my acts and/or interpretations had been sufficient, such agonies
could have been averted. So I said to myself, “Berke, you had better stop trying
to tell Mary what you think she is wanting, and pay more attention to that with
which she is struggling.”

Berke’s interactions with Barnes thus put more flesh on the earlier idea that
latching onto schizophrenics as exceedingly complex systems necessarily
entailed trial-and-error performative experimentation, and also the idea that
such experimentation might well entail an expansion of the therapist’s vari-
ety—Berke was probably not in the habit of playing bears, sharks, and alliga-
tors with other adults. Here, then, we have another instance of ontological
theater: Berke’s interactions with Barnes stage for us a more general image of
homeostat-like systems performatively interfering with each other’s dynamics
without controlling them. And, from the other angle, those interactions again
exemplify how one might go in practice—here, in psychiatry—if one thinks
of the other on the model of the cybernetic ontology.



GREGORY BATESON AND R.D. LAING : 195

Having said that, I should turn to Berke’s other mode of engagement with
Barnes. Berke continually constructed interpretations of the nature of Barnes’s
problems and fed them back to her. He concluded, for example, that much
of her strange behavior derived from anger. This anger was related to guilt:
because of her inability to distinguish between inner and outer states, she
tended to blame herself for anything that went wrong at Kingsley Hall, often
including things which had nothing at all to do with her. Barnes also tended
to interpret any situation on models derived from her childhood: Berke con-
cluded that sometimes she was treating him as her mother, or her father, or
her brother, and so on. Barnes at first rejected much of this but eventually
came to share many, though not all, of Berke’s interpretations, and this ac-
ceptance seems to have been an integral part of her recovery.

What should we make of this? The first thing to say is that there is nothing
especially cybernetic about Berke’s interpretive interventions into Barnes’s
life. They take us back instead to the field of representation rather than per-
formance; they belong to the other ontology, that of knowable systems. But
we can also note that the epistemological aspects of the interaction—Berke’s
interpretations of Barnes’s performances—were parasitic upon their perfor-
mative engagement. They did not flow from a priori understandings that de-
termined those interactions from beginning to end: “It became obvious that
it wasn’t words that mattered so much as deeds.” I have also emphasized that
this performative engagement had an experimental quality; Berke had to find
out how to relate to Barnes, and his psychotherapeutic interpretations grew
out of that relation as reflections upon its emerging substance. And, further,
the interpretations were themselves threaded though a performative feedback
loop running between Berke and Barnes, and the value of specific interpreta-
tions depended upon their contributions to Mary’s behavior: “If my acts and/
or interpretations had been sufficient, such agonies could have been averted.”
This aspect of the Barnes-Berke interaction thus again stages for us a per-
formative epistemology, in which articulated knowledge functions as part of
performance—as arising from performance and returning to it—rather than
as an externality that structures performance from without.

ARCHWAY

When we turn to the Archway communities that succeeded Kingsley Hall, we
find a similar pattern, though at Archway the interpretive aspect of therapy
receded still further.* Burns (2002, 23) mentions that during his time in
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Archway he had three years of formal therapy with the psychiatrist Leon
Redler but says nothing about the interpretive aspect of their interactions and
instead emphasizes the performative techniques that evolved there (Burns
2002, 14-15):

We obviously had to find ways of coping with . . . extreme and distressing be-
haviors that did not contradict our philosophy of not interfering violently with
what might be valuable inner experience. We learned the hard way, perhaps the
only way. At Kingsley Hall, when a resident had screamed for forty-eight hours
continually and we were trying to have dinner, someone briefly sat on him with
his hand over his mouth. For a moment we had calm and silence but of course
it could not last. He soon started screaming and running about again. This did
not work.

Compassion, understanding, acceptance, all these were important and nec-
essary. But they were not sufficient. Eventually we found a way to contain and
lovingly control the behavior of a person under stress. We needed to do this
for the sake of our own peace of mind and also because of the problems that
occurred when a person took their screaming or nakedness into the outside
world. . .. One resident at Archway . . . behaved in such distressing ways that
we had to give her total attention. She would fight, kick, scream, pick up a
knife, urinate in the kitchen or walk out the door, down our street and into the
street of shops completely naked. She was nevertheless beloved by many of us.
She was the first person to receive twenty-four-hour attention. To control her
violence and keep her from going outside naked we had to keep her in the com-
mon space and make sure someone was always with her. We found this painful
at first, but over months the twenty-four-hour attention became an institution

of its own, and a major way of restoring order to community life.

“Twenty-four-hour attention” was a technique sui generis at Archway. In this
passage it appears to have a purely negative function, but it quickly developed
a positive valence, too (15-16): “Usually a group will gather and there will
be something of a party or learning atmosphere. Change will occur not only
in the person in crisis but in others who are there. . . . A resident may wish
to attempt some project, exploring his inner world, overcoming his loneli-
ness, his fear or his sadness, or coming off medications, drugs and alcohol. If
the support group is large and strong enough a resident may request similar
twenty-four-hour attention; or he may be encouraged to accept twenty-four-
hour care, for example to come off phenothiazines or other substances.” Other
techniques were introduced to Archway from the outside, largely, it seems, by
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Leon Redler, and largely of Eastern origin (Redler invited Zen masters to stay
at his apartment). Burns (2002, 28) mentions hatha yoga and “sitting”—Zen
meditation—and the list continues:

Other techniques include Aikido and tae-kwon-do, oriental martial arts with-
out the aggressive factor. Zen walking, moving through hatha yoga postures and
Aikido are all forms of dance. Massage became an important part of community
life at different times; one of our residents set up as a practicing giver of mas-
sage. . . . Various herbalists and acupuncturists applied their techniques. We
realized the importance of the body, of the body-mind continuum. To think of
mental illness outside of its physical context seems absurd. Thus much of the
cooking at the community was vegetarian; there I received my introduction to
the virtues of rice, beans, and vegetables. We had become aware of dance, of
the movement of the body; we also became aware of music. . . . Music was al-
ways important to us, whether listening to records, playing the flute or chanting
the Heart Sutra. Laing is an accomplished pianist and clavichordist. He would

come visit us and play the piano, or organize a group beating of drums.

Various aspects of these developments are worth noting. “Twenty-four-hour
attention” clearly continues the Barnes-Berke story of experimental perfor-
mative engagement, culminating here in a relatively stable set of arrange-
ments to protect members of the community from each other and the outside
world while supporting their endogenous dynamics. One has the image of a
set of homeostats finally coming more or less into equilibrium through the
operation of this technique.*

Burns’s list that starts with yoga requires more thought. We could start
by noting that here we have another instance of the connection between the
cybernetic ontology and the East, though now at the level of performance
rather than representation. Bateson appealed to Zen as a way of expanding the
discursive field beyond the modern self in order to conceptualize the inner
experience of schizophrenics; at Archway Zen techniques appeared as mate-
rial practices, ways of dealing with inner experiences.

Next, the items on Burns’s list are technologies of the self in very much
Foucault’s original sense—ways of caring for, in this instance, the nonmod-
ern, schizophrenic self. They were not understood as curing schizophrenia,
but as ways of making it bearable, as “specific techniques for relieving stress
or exploring one’s inner world” (Burns 2002, 27). And this returns us to the
question of power. As discussed so far, cybernetic psychiatry appears as a lev-
eling of traditional hierarchies consistent with the symmetric version of the
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multihomeostat image, putting psychiatrists and sufferers on a level playing
field. The Archway experiment went beyond that: psychiatrists became hang-
overs from the old days, and sufferers were treated as able, literally, to care for
themselves. We find here the possibility, at least, of a full reclamation of the
agency that traditional psychiatry had stripped from the schizophrenic.

Last, we could note that the Archway experiment converged on a position
where communication was itself marginalized—the detour through words
and other forms of interpersonal interaction receded into the background (at
least on Burns’s account) in relation to what one might think of as performa-
tive adaptation within a multiple self—the body and mind as two poles of an
interactive “continuum.” The Archway residents thus themselves arrived at
a nonmodern ontology of the nondualist self: “In fact we [the Archway resi-
dents] gradually realized that much of what is called ‘mental illness’ is actually
physical suffering, whether it be skin rashes, insomnia, vomiting, constipa-
tion, or general anxiety-tension. The schizophrenic process is endurable and
can be meaningful in a context of minimal physical stress. . . . Zen and yoga
have traditionally been means toward physical health and inner illumination”
(Burns 2002, 28).

COUPLED BECOMINGS, INNER VOYAGES, AFTERMATH

A CHANGE IN ONE PERSON CHANGES THE RELATION BETWEEN THAT PERSON AND
OTHERS, AND HENCE THE OTHERS, UNLESS THEY RESIST CHANGE BY INSTITU-
TIONALISING THEMSELVES IN A CONGEALED PROFESSIONAL POSTURE.

ANY TRANSFORMATION OF ONE PERSON INVITES ACCOMMODATING TRANSFORMA-

TIONS IN OTHERS.

R. D. LAING, “METANOIA” (1972, 16)

NO AGE IN THE HISTORY OF HUMANITY HAS PERHAPS SO LOST TOUCH WITH THIS
NATURAL HEALING PROCESS THAT IMPLICATES SOME OF THE PEOPLE WHOM WE
LABEL SCHIZOPHRENIC. NO AGE HAS SO DEVALUED IT, NO AGE HAS IMPOSED
SUCH PROHIBITIONS AND DETERRENCES AGAINST IT, AS OUR OWN. INSTEAD OF
THE MENTAL HOSPITAL, A SORT OF RESERVICING FACTORY FOR HUMAN BREAK-
DOWNS, WE NEED A PLACE WHERE PEOPLE WHO HAVE TRAVELLED FURTHER AND,
CONSEQUENTLY, MAY BE MORE LOST THAN PSYCHIATRISTS AND OTHER SANE
PEOPLE, CAN FIND THEIR WAY FURTHER INTO INNER SPACE AND TIME, AND
BACK AGAIN. INSTEAD OF THE DEGRADATION CEREMONIAL OF PSYCHIATRIC

EXAMINATION . . . WE NEED . . . AN INITIATION CEREMONIAL, THROUGH
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WHICH THE PERSON WILL BE GUIDED WITH FULL SOCIAL ENCOURAGEMENT AND
SANCTION INTO INNER SPACE AND TIME, BY PEOPLE WHO HAVE BEEN THERE
AND BACK AGAIN. PSYCHIATRICALLY, THIS WOULD APPEAR AS EX-PATIENTS

HELPING FUTURE PATIENTS TO GO MAD.

R. D. LAING, THE POLITICS OF EXPERIENCE (1967, 127-28)

An asymmetry remains in my account of Kingsley Hall and Archway. I have
written as if they existed solely for the benefit of the mad and with the object
of returning them to a predefined normality. But to leave it at that would be
to miss an important point. Laing’s idea was that in modernity, the apparently
sane are themselves mad, precisely in the sense of having lost any access to the
realms of the nonmodern self that go unrecognized in modernity. Hence the
sense in the above quotation of having dramatically lost touch with a natural
healing process. And hence the idea that the Philadelphia communities might
be a place of reciprocal transformation for the mad and sane alike: “This would
appear as ex-patients helping future patients to go mad.” Clearly, the sort of
variety expansion I talked about above was, to some degree, a transformative
experience for the nurses in the rumpus room, for example, or Laing on LSD,
or Berke playing biting games with a middle-aged woman—and all of these
can stand as examples of what is at stake here. But to dramatize the point, I
can mention the one example recorded by Burns of a transformative inner
voyage undertaken by one of the “normal” residents at Archway.

Burns (2002, 56) talks about John, who joined the community as one of the
sane, a student. He had not been in a mental hospital before or diagnosed as
a schizophrenic. But at Archway he, too, took advantage of twenty-four-hour
attention and embarked on an inner voyage:

He had moved into his emotional center and he had moved into the space in
the common room and accepted the attention and care of guardians who sat
with him day and night. He had taken off his clothes. He had shaved his head.
He had listened into himself. He had become silent and private, undergoing the
inner journey as had the others. . . . Under the attention of those who gathered
John experienced a change. To be paranoid means that one feels hostile or ma-
licious feelings directed at one. . . . But it is a different matter to be in a room
with a group who are gathered with the expressed purpose of letting one be at
the center and to accept their mindfulness. . . . The trembling and insecurity
of one’s consciousness need not be so intense. One need not fear the unknown

other . ... John found that he need not fear them, that he could trust them,
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that he could use them for his own purposes of growth. . . . Perhaps it was here
that he learned that if people were laughing at him it was a laughter in which
he could join. John remained a student but applied his happy new awareness to
the way he went about it. He remained in London studying Japanese with the

intention of translating ancient Zen manuscripts.

The sane could have transformative experiences in these communities, then,
just like the mad, and, in fact, very similar experiences. And this, in the end,
is how one should think about the Philadelphia communities. Not as a place
where the mentally ill could be restored to some already given definition of
normality, but as a place where all the residents could open-endedly explore
their own possibilities in an interactive and emergent process with no pre-
defined end point —a collective exploration of nonmodern selfhood. This is
the final sense in which these communities staged a symmetric, rather than
asymmetric, ontological vision. They aimed to make it possible for new kinds
of people to emerge, beyond the modern self. And here we could note one final
aspect under which Laingian psychiatry went beyond the basic image of the
homeostat. As discussed in the previous chapter, Ashby’s homeostats as real
electromechanical devices had fixed goals: to keep certain electrical currents
within preset bounds. Clearly, as ontological theater, Kingsley Hall and the
Archway communities acted out a more adventurous plot, in which the very
goals of performative accommodation were themselves emergent in practice
rather than a given telos. Who knows what a body and mind can do? This is
the version of the cybernetic ontology that interests me especially and that

will remain at the center of attention in the chapters that follow.

For the sake of completeness, I want to comment on two further aspects
of these Philadelphia Association communities. First, one might wonder
whether they worked. This is not such an easy question to answer. I know of
no quantitative comparative data which would enable one to say that it was
more or less beneficial to spend time at Archway or a conventional mental
hospital, and since the mainstream aspiration is to control rather than cure
schizophrenia, now with drugs, it seems likely that such data will never be
forthcoming.® It is also clear, I hope, that these communities problematized
the very idea of success. If the ambition of conventional psychiatry is to pro-
duce people like, shall we say, Ross Ashby, then counting successes is not so
much a problem. If the aim is to let a new kind of person in touch with his
or her inner self emerge, the counting becomes difficult in the extreme. It is
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safe to say, I think, that those who spent time at Kingsley Hall and Archway
were significantly marked by the experience. David Burns’s manuscript is a
remarkably lucid and insightful piece of writing by someone who went to
Kingsley Hall in search of therapy, and he clearly felt that he benefited it from
it enormously. And this is perhaps the key point to grasp. No one made anyone
live in these communities (in contrast to involuntary confinement within the
British state system at the time). The residents chose to go there and remain
there, not necessarily in the expectation of dramatic cures, but in preference
to other places such as their family homes or mental hospitals.* The Phila-
delphia communities offered them another kind of place to be, to live their
lives, however odd those lives might appear to others, and these communities
needed no other justification than this choice of its residents to be there.
Second, I should say something more about inner voyages. The visionary
aspect of these, at least in literary portrayals, had much to do with the grip
of Laing’s psychiatry on the sixties imagination. One should not overempha-
size their importance in the life of the Philadelphia Association communities.
Mary Barnes’s transformation at Kingsley Hall seems to have been entirely
free from visions or interesting hallucinations, and the Asylum documen-
tary depicts life at Archway at its most mundane. There is nothing specifi-
cally cybernetic at stake here, except as it concerns altered states and strange
performances more generally, but still one wonders whether such visionary

experience was ever forthcoming. According to Burns (2002, 64-67, 70),

A number of residents [at Archway] seemed to go through a similar experience
in its outward form and I learned that they shared to some degree an inner ex-
perience. I came to know Carl best of those who found their way to the center
through the tension, violence and turmoil they expressed and the terrible pain
and fear they felt. Carl told me his story. Sitting in his room Carl began to feel
that he had become transparent, that the barrier between his self and the out-
side world had faded. He felt that his thoughts were being perceived by others
and he heard voices responding to what he was thinking . . . . Carl felt that he
was the center of the universe, that he was the focus of loving energy. But it was
necessary to move into this other and alien dimension without reservation. . . .
This was the difference between heaven and hell. . . . One day . . . Carl felt that
a wise old man from China had decided many years ago to be reborn as himself
and to live his life with all its ignorance. . . . Everyone in the world except him
[Carl] had decided to take on animal form while retaining human conscious-
ness. This was an eminently sensible decision as they would have beauty and

resilience and freedom from the oppressions of human culture. . . . [Carl] knew
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it was really a fantasy but he was fascinated by the truth of this inner experi-
ence. He had had glimpses of peace and glory. But now he found that he could
inhabit these spaces that he passed through. Especially during the nights when
he could let go his defenses and drop his everyday persona he was swimming in
asea of meaning and breathing an air that was more than a mixture of gases. . . .
He had been able to inhabit a land of ecstasy and intense feeling where effort
had value, where questions of the meaning of life became irrelevant. This was a

land to be explored, an adventure that held joys and terrors.

In Carl’s case, then, which Burns thought was typical, a resident did go through
a voyage with the otherworldly quality that fascinated Laing. That said, one
should also recognize that after inhabiting a land of ecstasy and intense feel-
ing, Carl eventually found himself “cast out. Perhaps he was only living in
the everyday world once more but it seemed worse than he remembered it.
It seemed a place of filth and degradation and trivia. A place of confusion
and obsession. . . . If he had been ‘schizophrenic’ before and had been able
to learn from it and glory in it, then he was ‘obsessive-compulsive-neurotic’
now” (Burns 2002, 70). The moral of his story for psychiatry, then, is hardly a
clear one, though Carl himself found some virtue in it. Carl “survived and he
told me that although he still did not understand why it had been necessary
he had learned some invaluable lessons from the experience. . . . He began to
learn to forgive. This came about because he had realized that he could never
know what someone else might be going through. He knew a depth of suffer-
ing he had not known before. More important, he told me, he began to learn

to forgive himself” (71-72).

There are two other aspects of the story that I should not leave hanging: what
happened to the Archway communities, and what happened to R. D. Laing?
The Archway communities closed down in 1980 (A. Laing 1994, 207). The
Philadelphia Association still exists and continues to run community houses.**
I have no detailed information on life there, but it is clear that the character
of the communities changed after Archway. “Along the years what we were
offering changed from a model, which valued the free expression of emotions
in whatever extreme form it might unleash, to one which prioritised contain-
ment and worked with respected concepts psychoanalysis was using widely,
such as transference, repression and repetition. . . . In the end we were funded
by local authorities, something Laing had always opposed. . . . One change we
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also faced was that psychotic episodes were not welcomed by the community
but feared instead; the prospect of broken windows in the middle of winter,
sleepless nights and keeping constant vigil were no longer an activity the com-
munity or the PA at large regarded as desirable. These days florid psychosis
ends up controlled by psychiatric care” (Davenport 2005). As I said earlier,
life at places like Kingsley Hall and Archway was not a picnic. In the sixties
that was no deterrent; in the Thatcherite era it became insufferable.

As far as Laing himself is concerned, his life and work changed direction
after Kingsley Hall shut down in 1970. In July 1971 he left England for the
East, spending six months in a Buddhist monastery in Sri Lanka, where he was
reported to spend seventeen hours a day in meditation, followed by seven
months in India and a brief visit to Japan to study yoga and Zen (Howarth-
Williams 1977, 5, 97). Returning to Britain, he was less actively involved with
the Philadelphia Association, his writings lost their overtly social and political
edge, and he became less of a public figure: “With hindsight it is easy to realize
that by the late seventies Ronnie was becoming more and more marginalized”
(A. Laing 1994, 202).*® He remained as radical as ever in psychiatry, but in
the early 1970s came to focus on “the politics of the birth process and the im-
portance of intrauterine life. Inspired by the work of American psychothera-
pist Elizabeth Fehr, [he began] to develop a team of ‘rebirthing workshops’ in
which one designated person chooses to re-experience the struggle of trying
to break out of the birth canal represented by the remaining members of the
group who surround him/her” (Ticktin n.d., 5). Laing’s The Facts of Life (1976)
elaborates on this new perspective, including the story of his first meeting
with Fehr, in New York, on 11 November 1972, and emphasizing, for example,
the effects of cutting of the umbilical cord: “I have seen a global organismic
reaction occur the instant the cord is cut. It would appear to be neurologically
impossible. There are no nerves in the umbilical cord. But it does happen.
I've seen it happen” (1976, 73). Characteristically, however, the book gives no
details of the practice of rebirthing.

What interests me about these shifts is that they parallel the moves at
Archway, away from language and toward performance, revealing, and tech-
nologies of the nonmodern self.*” Meditation as a technology for exploring
the inner space of the therapist (echoing LSD ten years earlier), prelinguistic
experiences in the womb and at birth as the site of psychiatric problems in
later life (rather than communicative double binds), physical performance
as therapy—staging rebirths. As I said about Archway, the detour through

interpersonal communication also shrank to almost nothing in Laing’s
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post—Kingsley Hall psychiatry. Like the residents at Archway, Laing’s life and
work came to stage a relatively pure form of a performative ontology.

PSYCHIATRY AND THE SIXTIES

We can turn now to the social basis of Laingian psychiatry up to and includ-
ing Kingsley Hall and look at it from two angles—as psychiatry and as a part
of the sixties. The first is important but can be covered briefly, since we have
already gone over much of the ground. We have seen before in the cases of
Walter, Ashby, and Bateson that ontology and sociology hang together, with
practice as the linking term. All three men encountered mismatches with
both the substance and the institutional forms of the fields they crossed, and
in all three instances the response was to improvise some novel but transitory
social base, picking up support wherever it could be found and setting up
temporary communities transverse to the usual institutions, in dining clubs,
conference series, and societies. Laingian psychiatry illustrates this socio-
ontological mismatch starkly in the contrasting social forms of the Philadel-
phia Association communities and established mental hospitals, and in the
problems experienced in embedding one form within another (especially at
Cooper’s Villa 21). Beyond that, though, these communities displayed a rather
different kind of accommodation to the social mismatch between cybernetics
and modernity. Instead of an opportunistic and ad hoc response, the Philadel-
phia Association paid serious attention to the social side of its work, and at-
tempted, at least, to create at Kingsley Hall and Archway an entirely new and
stable social basis where its form of psychiatry could sustain and reproduce
itself outside the established system. Like the Santa Fe Institute, Bios, and
Wolfram’s NKS initiative in later years (chap. 4), Kingsley Hall, we could say,
sketched out another future at the social and institutional level as well as that
of substantive practice. Kingsley Hall was an instance of, and helped one to
imagine, a wider field of institutions existing as a sort of parallel world relative
to the mainstream of Western psychiatry and so on.* We can continue this
thought below.

Now for the sixties. I have concentrated so far on the specifically psychiatric
aspects of Laing’s (and Bateson’s) work. But, of course, I might just as well
have been talking about the psychedelic sixties and the counterculture. Al-
tered states; technologies of the self; an idea of the self, social relations, and
the world as indefinitely explorable; a notion of symmetric and reciprocal
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adaptation rather than hierarchical power relations; experimentation with
novel forms of social organization; a mystical and Eastern spirituality as a
counterpoint to madness—all of these were just as much the hallmarks of
the sixties as they were of cybernetic psychiatry. And the basic point I want
to stress is that these resonances are again markers of the ontological affinity
that we have met before between other strands of cybernetics and the sixties.
In different ways, Laingian psychiatry and the counterculture (and situated
robotics, complexity theory, and Ashby on planning) staged much the same
ontological vision: of the world as a multiplicity of exceedingly complex
systems, performatively interfering with and open-endedly adapting to one
another.

In this instance, though, we can go beyond ideas of resonance and affinity.
One can argue that Laing and his colleagues had a constitutive role in shaping
the counterculture itself; they helped to make it what it was. I want to exam-
ine this role briefly now as the furthest I can go in this book in tying cybernet-
ics and the sixties together. It is ironic that this example concerns technical
practice that did not explicitly describe itself as cybernetic, but I hope I have
said enough about Laing and his colleagues and followers to make the case
for seeing their work as a continuation of cybernetics, as playing out the basic
cybernetic ontology.

We can begin with Laing himself. It is said that in the late 1960s Laing
was the best-known psychiatrist in the world. I know of no hard evidence to
support that, but it certainly points toward his prominence (and to the fact
that the sixties were perhaps the last time the world was much interested in
psychiatry—as distinct from pharmaceuticals). And his public fame and no-
toriety derived from his writings, rather than his day-to-day practice, and es-
pecially from his 1967 book The Politics of Experience.* Politics therefore bears
examination. The first few chapters are cogent, but hardly best-seller mate-
rial. They run through social-constructivist and labeling theories of madness,
drawing on Laing’s earlier work as well as the work of now-eminent scholars
such as the sociologists Howard Garfinkel and Erving Goffman. None of this
seems remarkable in retrospect. The book explodes in its concluding three
chapters, however, and these are the chapters in which Laing quotes Bateson
on the “inner voyage” and then embroiders on the theme, focusing in particu-
lar on the inner experience of the voyage and “transcendental experience”
(the title of chap. 6).

I mentioned chapters 5 and 6 before, and all that needs to be added con-
cerns the book’s last chapter—chapter 7, “A Ten-Day Voyage.” Originally
published in 1964 (before the establishment of Kingsley Hall), the chapter
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consists of extracts from Laing’s tape recordings of his friend Jesse Watkins’s
recollections of a strange episode that he had lived through twenty-seven

years earlier.”® Watkins’s experiences were certainly strange (Laing 1967, 148,
149, 153-54, 156, 158):

I suddenly felt as if time was going back. . . . I had the—had the feeling that . . .
I had died. . . . T actually seemed to be wandering in a kind of landscape with—
um—desert landscape. . . . I felt as if I were a kind of rhinoceros . . . and emit-
ting sounds like a rhinoceros. . . . I felt very compassionate about him [another
patient in the hospital to which Watkins was taken for observation], and I used
to sit on my bed and make him lie down by looking at him and thinking about
it, and he used to lie down. . . . I was also aware of a—um—a higher sphere, as it
were . . . another layer of existence lying above the—not only the antechamber
but the present. . . . I had feelings of—er—of gods, not only God but gods as it
were, of beings which are far above us capable of —er—dealing with the situ-
ation that I was incapable of dealing with, that were in charge and were run-
ning things and—um—at the end of it, everybody had to take on the job at the
top. . . . At the time I felt that . . . God himself was a madman.

It is clear that for Laing, Watkins’s voyage was a paradigm for the uninter-
rupted psychotic experience, a trip to another world from that of mundane
reality, both wonderful and horrifying, even encompassing the acquisition
of new and strange powers in the everyday world—Watkins’s new-found
ability to control his fellows by just looking and thinking. And if we want to
understand the appeal of such writing to the sixties, we have only to think of
the sixties’ determined interest in “explorations of consciousness,” and of The
Politics of Experience as an extended meditation on that theme, with chapter
7 as an empirical example of where they might lead. Perhaps the best way to
appreciate the wider significance of the book beyond psychiatry proper is to
situate it as a major contribution to the countercultural canon, in which Al-
dous Huxley’s glowing description of the mescaline experience in The Doors
of Perception (1954) was a key landmark from the 1950s, shortly to be followed
by Carlos Castaneda’s otherworldly explorations in The Teachings of Don Juan
(1968) and John Lilly’s descriptions of his transcendental experiences in sen-
sory deprivation tanks in The Center of the Cyclone: An Autobiography of Inner
Space (1972).

At another and entirely nonliterary extreme, Laing’s interest in LSD cou-
pled with his psychiatric expertise gave him an important place in the London
drug scene of the sixties. Laing’s home, for example, figured as a place to take
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people who were having a bad trip. “I felt great all of a sudden and I didn’t give
a shit about Sarah any more. Ronnie was looking after her. The Man. I'd taken
her to the Man. I went and lay on the bed and in the end it was the greatest
trip I ever took.” Syd Barrett, the leader of the early Pink Floyd, was progres-
sively wiped out by acid, and his friends took him to see Laing, though without
much effect. In 1964, Laing visited the acid guru of the U.S. East Coast, Timo-
thy Leary, who returned the compliment some years later, remarking, “You
will not find on this planet a more fascinating man than Ronald Laing”*!
Beyond Laing’s individual connections to the sixties, Kingsley Hall was a
key institutional site for the counterculture. Experimental artists and com-
posers would go there and perform, including Cornelius Cardew and Allen
Ginsberg, and here some circles begin to close. We have already met Ginsberg
taking acid for the first time in a flicker-feedback setup when we examined
the connections between Walter’s cybernetics and the Beats.”* Cardew gets a
mention in the next chapter, as assimilated to the cybernetic musical canon
by Brian Eno, himself much influenced by Stafford Beer. One begins to grasp
a significant intertwining of cybernetic and countercultural networks in the
sixties, though it would be another project to map this out properly. Kingsley
Hall also figures prominently as a countercultural meeting place in Bomb Cul-
ture, Jeff Nuttall’s classic 1968 description and analysis of the British under-
ground. Going in the opposite direction, the Kingsley Hall community would
issue forth en masse to countercultural events, including the famous 1965
poetry reading at the Albert Hall, one of the formative events of the British
underground scene. “Ronnie Laing decanted Kingsley Hall patients for the
night, thought theyd have a good evening out. Real schizophrenics running
around the flat bit in the middle. . . . All the nutcases ran jibbering round,” was
one rather uncharitable description (Sue Miles, quoted in J. Green 1988, 72).
Kingsley Hall was also for a while a blueprint for another institutional
future. In 1967 Laing left the Tavistock Institute and he and David Cooper,
Joseph Berke, and Leon Redler founded the Institute of Phenomenological
Studies (Howarth-Williams 1977, 5), which in turn sponsored the establish-
ment of the Anti-University of London with an interest-free loan.*® The Anti-
University opened its doors on 12 February 1968 (Howarth-Williams 1977,
71): “Again [at the Anti-University] we find a concern to break down internal
role structures. Foremost amongst its aims . . . was ‘a change in social rela-
tions among people.” Primary amongst these relations was, of course, that of
staff/student. Although there were lecturers (who were only paid for the first
term), the emphasis was on active participation by all. . . . There were, of

course, no exams, and fees were minimal (£8 a quarter plus 10s per course
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attended; goods or services were accepted in lieu of cash . . .)” In our terms,
the Anti-University was an attempt to extend the symmetric cybernetic
model from psychiatry and Kingsley Hall to the field of higher education. Laing
gave lectures there on psychology and religion, “specifically on the accounts
of ‘inner space’ to be found in various mythologies and religions” (Howarth-
Williams 1977, 71). “Huxley gave a course on dragons and another on how to
stay alive; Laing gave a course; there were courses on modern music from
Cornelius Cardew; Yoko Ono did a course; I taught advanced techniques for
turning on and all my students had prescriptions for tincture. I'd give them
lessons on joint-rolling and so on” (Steve Abrams, quoted in J. Green 1988,
238).> Interestingly, like Kingsley Hall, “The Anti-University had a commune
associated with it; a significant number of the prominent members lived in
it, and the two ‘institutions’ became synonymous. Indeed, it seems to have
been one of the major lessons learned from the Anti-University that such en-
terprises need the domestic stability plus intimacy yet fluidity of a commune
to flourish” (Howarth-Williams 1977, 71).* The Anti-University was, however,
short lived: “[It] was a wonderful place. It provided a platform for people who
didn’t have one, to lecture and talk. Either people who didn’t have a platform
at all or who had perhaps an academic appointment and could only lecture
on their own subject. . . . The students were almost anybody: it was £10 to
register for a course and it went on for a year or two. But in the second year or
the second term it started getting out of hand. The idea became to charge the
teachers and pay the students” (Abrams, quoted in J. Green 1988, 238).

In 1967 the Institute of Phenomenological Studies also sponsored a “Dia-
lectics of Liberation” conference, held at the Roundhouse in London. This was
an important countercultural gathering—“the numero uno seminal event of
’67”—which brought together over a period of two weeks in July many of the
era’s luminaries, including Allen Ginsberg, Gregory Bateson (the only card-
carrying cybernetician), Emmett Grogan, Simon Vinkenoog, Julian Beck,
Michael X, Alexander Trocchi, Herbert Marcuse, and Timothy Leary, “in order
to figure out what the hell is going on” (Howarth-Williams 1977, 69, quot-
ing Joe Berke).*® The meeting itself was not a great success. Laing famously
fell out with Stokely Carmichael of the Black Panthers over the political role
of hippies. Laing felt that the hippies were already acting out a nonviolent
revolution at the level of communal lifestyles; Carmichael later replied,
“You will have to throw down your flowers and fight” (Howarth-Williams
1977,73)-7

In Britain, at least, the counterculture had little chance of success when it
came to a literal fight with the establishment, and at the dialectics conference
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Laing argued instead for the possibility of radical political change at a meso-
social level (Laing 1968b, 16): “In our society, at certain times, this interlaced
set of systems may lend itself to revolutionary change, not at the extreme
micro or macro ends; that is, not through the individual pirouette of solitary
repentance on the one hand, or by a seizure of the machinery of the state on
the other; but by sudden, structural, radical qualitative changes in the inter-
mediate system levels: changes in a factory, a hospital, a school, a university, a
set of schools, or a whole area of industry, medicine, education, etc.” Kingsley
Hall, of course, was a real example of what Laing was talking about, a new
form of midlevel institution that enacted a novel set of social arrangements
outside the established institutional framework; the Anti-University followed
the next year.

To wrap this discussion up, I can note that the most systematic institu-
tional theorist of the counterculture in Britain was Alexander Trocchi—
Laing’s friend and fellow Glaswegian. From the early 1960s onward, Trocchi
laid out a vision of what he called sigma (for “sum,” and favoring the lowercase
Greek symbol), an institutional form that would link together existing coun-
tercultural institutions and accelerate their propagation. Trocchi was clear
that the aim should indeed be a sort of parallel social universe, through which
the counterculture could supersede rather than take over older institutional
forms: “History will not overthrow national governments; it will outflank
them.” As exemplified at Kingsley Hall and later Archway, and again instanti-
ating the cybernetic ontology of exceedingly complex systems, Trocchi imag-
ined sigma as a site for the endless emergence of nonmodern selves: “We
must reject the fiction of ‘unchanging human nature.” There is in fact no such
permanence anywhere. There is only becoming.” Concretely,

at a chosen moment in a vacant country house (mill, abbey, church or castle)
not too far from the City of London we shall foment a kind of cultural “jam
session;” out of this will evolve the prototype of our spontaneous university. The
original building will stand deep within its own grounds, preferably on a river
bank. It should be large enough for a pilot group (astronauts of inner space)
to situate itself, orgasm and genius, and their tools and dream-machines and
amazing apparatus and appurtenances; with outhouses for “workshops” large
as could accommodate light industry; the entire site to allow for spontane-
ous architecture and eventual town planning. . . . We envisage the whole as a
vital laboratory for the creation (and evaluation) of conscious situations; it goes
without saying that it is not only the environment which is in question, plastic,

subject to change, but men also.
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Trocchi even thought about the economic viability of such a project, envisag-
ing sigma as an agent acting on behalf of its associated artists and designers in
their capacities as producers and consultants. A nice vision. In Bomb Culture
(1968, 220-27) Jeff Nuttall records an abortive 1966 “conference” aimed at
launching sigma. Attended by several of the principals of Kingsley Hall (Laing,
Esterson, Cooper, Berke, and Sigal) as well as Nuttall, Trocchi, and several
others, the meeting staged again the usual socio-ontological clash. On the one
side, “the community at Brazier’s Park, a little colony of quiet, self-sufficient
middle-class intellectuals, totally square with heavy overtones of Quakerism
and Fabianism, was anxious to extend every kindness and expected, in return,
good manners and an observation of the minimal regulations they imposed”
(222). On the other, amid much drinking, the artist John Latham built one of
his famous skoob towers—a pile of books that he then set alight (226). Later,
“in the house everybody was stoned. . . . Latham had taken a book (an irre-
placeable book belonging to a pleasant little Chinese friend of Alex’s) stuck
it to the wall with Polyfilla, and shot black aerosol all over the book and wall
in a black explosion of night. . . . At mid-day we fled from one another with
colossal relief” (227).

Trocchi himself had noted that sigma “will have much in common with
Joan Littlewood’s ‘leisuredrome’ [and] will be operated by a ‘college’ of teacher-
practitioners, with no separate administration.”® Littlewood’s leisure drome,
otherwise known as the Fun Palace, was the most sustained attempt in the
sixties to create such an experimental institution, and we can return to it with
Gordon Pask in chapter 7.

ONTOLOGY, POWER, AND REVEALING

The key ontological thread that has run through this chapter, which we will
continue to follow below, is the symmetric vision of a dance of agency be-
tween reciprocally and performatively adapting systems—played out here
in psychiatry. We began with Bateson’s ideas of schizophrenia as the creative
achievement of a bad equilibrium and of psychosis as an index to a higher
level of adaptation than could be modelled with homeostats and tortoises,
and we followed the evolution of Bateson’s thought into Laingian psychiatry,
Kingsley Hall, and the Archway communities as ontology in action: the play-
ing out of the symmetric cybernetic vision in psychiatric practice. We could
say that Bateson and Laing were more cybernetic, in a way, than Walter and
Ashby, in a quasi-quantitative fashion: Bateson and Laing understood psychi-

atric therapy as a two-way process, enmeshing the therapist as well as the pa-
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tient; while for Walter, Ashby, and the psychiatric establishment, the process
was only one-way: therapy as ideally an adaptation of the patient but not of
the therapist. But as we have seen, this quantitative difference hung together
with a dramatic contrast in practices. If the paradigmatic therapy of conven-
tional psychiatry was ECT in the 19505 moving on to drugs in the sixties, the
paradigm of the Bateson-Laing line was that of symmetric, open-ended, and
reciprocal interaction.

We can phrase this in terms of power. The conventional mental hospital
staged a linear model of power in a hierarchical frame of social relations: doc-
tors, then nurses, then patients. The aim of Kingsley Hall was to set everyone
on a level plane without any fixed locus of control. Of course, neither of these
visions was perfectly instantiated. Formally hierarchical relations are always
embedded in informal and transverse social relations; on the other hand,
doctors, nurses and patients cannot easily escape from their traditional roles.
Nevertheless, I hope to have shown above that these different ontological vi-
sions did indeed hang together with distinctly different practices and institu-
tional forms. Ontology made a real difference here.

My last observation is that conceiving these differences in terms of a no-
tion of power is not really adequate. The contrast between Kingsley Hall and a
contemporary mental hospital did not lie simply in the fact that the “staff” of
the former thought that hierarchy was bad in the abstract, or that it would be
nice in principle not to exercise control over the “patients.” Something more
substantial was at stake, which can be caught up in the Heideggerian contrast
between enframing and revealing. Conventional psychiatry, one could say,
already knows what people should be like, and it is the telos of this sort of
psychiatry to reengineer—to enframe—mental patients back into that im-
age. That is why a hierarchical system of social relations is appropriate. Power
relations and understandings of the self go together. The Bateson-Laing line,
of course, was that selves are endlessly complex and endlessly explorable, and
the antihierarchical approach of Kingsley Hall was deliberately intended to
facilitate such exploration in both the mad and the sane. This is the mode of
revealing, of finding out what the world has to offer us. We can, then, name
this contrast in social relations in terms of power and hierarchy, but that is
not enough. The sociological contrast echoed and elaborated a contrast in
ontological stances—enframing versus revealing—which is, I think, very hard

to grasp from the standpoint of modernity.*
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STAFFORD BEER

FROM THE CYBERNETIC FACTORY
TO TANTRIC YOGA

Our topic changes character here. Grey Walter and Ross Ashby (and Gregory
Bateson) were first-generation cyberneticians, born in the 1900s and active
until around 1970. Stafford Beer and Gordon Pask were central figures in the
second generation of British cybernetics, twenty years younger and active in
cybernetics until their deaths in 2002 and 1996, respectively. What the two
generations had in common was the defining interest in the adaptive brain.
Where they diverged was in the question of how the brain fitted into their
cybernetics. To a degree, Beer and Pask carried forward the attempt to build
synthetic brains that they inherited from Walter and Ashby, in their work on
biological and chemical computers discussed in this chapter and the next.
Even there, however, the emphasis in Beer and Pask’s work was not on under-
standing the brain per se, but in putting these “maverick machines,” as Pask
called them (Pask and Curran 1982, chap. 8), to work in the world. More gen-
erally, psychiatry was not a central concern for either Beer or Pask. Instead,
they found inspiration in ideas about the adaptive brain in their extensions
of cybernetics into new fields: Beer in his work in management and politics
and even in his spiritual life; Pask in his work on training and teaching ma-
chines, and in the arts, entertainment, theater, and architecture. This is what
interests me so much about the cybernetics of both men: the many projects
they engaged in help us extend our range of examples of ontology in action.
What also interests me is that, like Bateson and Laing, and unlike Ashby in his
understanding of clinical psychiatry, Beer and Pask took the symmetric fork
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in the road. The referent of their cybernetics was always reciprocally adapting
systems.

I should add that Beer and Pask were extraordinary individuals. Beer dis-
played fabulous energy and creativity. Reading a diary that he kept during
his first visit to the United States, from 23 April to 12 June 1960, leaves one
limp (Beer 1994 [1960]); his career in management was accompanied by awe-
some literary productivity (in terms of quality as well as quantity), mainly on
cybernetic management and politics, though he was also a published poet
(Beer 1977); he painted pictures, and some of his works were displayed in
Liverpool Cathedral and elsewhere (Beer 1993b); he also taught tantric yoga,
loved women, slept only briefly, and drank continually (white wine mixed
with water in his later years).

After an outline biography, I turn to Beer’s work in management and poli-
tics, focusing in turn on his early work on biological computers, his viable
system model of organizations, and the team syntegrity approach to decision
making. Then we can examine the spiritual aspects of Beer’s cybernetics and
the cybernetic aspects of his spirituality. The chapter ends with an examina-

tion of the relation between Beer’s cybernetics and Brian Eno’s music.

Stafford Beer was born in Croydon, near London, on 25 September 1926,
nearly five years the elder of two brothers (his younger brother Ian went on to
be headmaster of Harrow Public School and on his retirement wrote a book
called But, Headmaster! [2001]).! Like Ashby, Walter, and Pask, Stafford had
a first name that he never used—Anthony—though he buried it more deeply
than the others. His brother’s third name was also Stafford, and when Ian
was sixteen, Stafford “asked me to sign a document to promise that I would
never use Stafford as part of my name. I could use itasI. D. S. Beer, or, indeed,
using the four names together but he wanted the ‘copyright’ of Stafford Beer
and so it was forever more.” Early in World War II, their mother, Doris, took
Stafford and Ian to Wales to escape the German bombing, and at school there
Stafford met Cynthia Hannaway, whom he married after the war. In 1942 the
family returned to England, and Stafford completed his education at Whitgift
School, where “he was a difficult pupil as he was found to be unsuitable for
certain Sixth Form courses or he demanded to leave them for another. He
could not stand the specialization and talked all the time of holistic teaching
and so on. He wanted to study philosophy but that was not taught at school.

He was precocious to a degree. A letter written by him was published in the
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Spectator or the Economist, no-one could understand it.” He went on to study
philosophy and psychology at University College London—which had then
been evacuated to Aberystwyth, back in Wales—for one year, 1943-44.> At
University College he swam for the college team and was English Universities
backstroke champion as well as getting a first in his first-year examinations.
In 1944 he joined the British Army as a gunner in the Royal Artillery. In 1945
he went to India as a company commander in the Ninth Gurkha Rifles and
later became staff captain intelligence in the Punjab. In 1947 he returned
to Britain, remaining with the Army as army psychologist with the rank of
captain.

Back in England, Beer married Cynthia, and they had six children together,
though the first was stillborn. Following a divorce, Beer married Sallie Stead-
man, a widow and mother of a daughter, Kate, and they had two more chil-
dren, for a total of eight, but this marriage, too, ended in divorce, in 1996.
From 1974 onward Beer lived alone in Wales for much of the year (see below).
In 1981 he met and fell in love with another cybernetician, Allenna Leonard
(then a mature graduate student and later president of the American Society
for Cybernetics), and she was Beer’s partner for the remainder of his life.

Leaving the army, Beer hoped to do a PhD in psychology at University Col-
lege, but when told that he would have to recommence his studies as a first-
year undergraduate he turned his back on the academic life, and in 1949 he
began work for Samuel Fox in Sheffield, a subsidiary company of United Steel,
where he created and ran its Operational Research Group (probably the first
such group to exist in Britain outside the armed forces). From 1956 until 1961
he was head of the Operational Research and Cybernetics Group of United
Steel, with more than seventy scientific staff based in the appropriately named
(by Beer) Cybor House in Sheffield. In 1961 he founded Britain’s first opera-
tional research consulting firm, SIGMA (Science in General Management).
In 1966 he moved on to become development director of the International
Publishing Corporation (IPC), then the largest publishing company in the
world, where his work largely concerned future initiatives around computing
and information systems. In 1970, Beer left IPC “following a boardroom dis-
agreement about development policy” From 1970 until his death in Toronto
on 23 August 2002 he operated as an independent consultant in a variety of
arenas, some of which are discussed below.

Besides his career in management and consultancy, Beer was a prolific
writer of scholarly and popular works, including more than two hundred
publications and ten books on cybernetics, which he referred to as “ten pints
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Figure 6.1. Beer as businessman. Source: Beer 1994a, facing p. 1. (This and other
Beer images in this chapter, where otherwise unattributed, are courtesy of Cwarel
Isaf Institute and Malik Management Zentrum St. Gallen [www.management.kybernetik

.com, www.malik-mzsg.ch].)

of Beer” (Beer 2000). After 1970, he occupied many institutional roles and
gained many honors. At different times he was president of the Operational
Research Society, the Society for General Systems Research, and the World
Organization of Systems and Cybernetics. He had several footholds in the
academic world, though none of them full-time. His most enduring academic
base was at the Business School of Manchester University, where he was visit-
ing professor of cybernetics from 1969 to 1993. He was research professor of
managerial cybernetics at University College Swansea from 1990 to 1997, vis-
iting professor of management science at the University of Durham from 1990
to 1995, visiting professor of cybernetics at the University of Sunderland and
life professor of organizational transformation at Liverpool John Moores Uni-

versity, both from 1997 until his death. And so on, including visiting professor-
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ships at many other universities in Britain, Canada, Sweden (Stockholm), and
the United States dating from 1970 onward. He was awarded major prizes for
his work in operations research and cybernetics by the Operations Research
Society of America, the American Society for Cybernetics, the Austrian So-
ciety for Cybernetics, and the World Organization of Systems and Cybernet-
ics. A festschrift in Beer’s honor was published in 2004 (Espejo 2004), and
two volumes of his key papers have also appeared (Beer 1994a; Whittaker
2009).

Figure 6.1 is a photograph of Beer in the early 1960s when he was direc-
tor of SIGMA—the smartly trimmed hair and beard, the three-piece suit, the
cigar: the very model of a successful English businessman. In the early 1970s,
however, Beer changed both his lifestyle and appearance. Partly, no doubt,
this was in disgust at events in Chile with which he had been deeply involved,
culminating in the Pinochet coup in 1973 (as discussed below). But also, as
he told me, approaching his fiftieth birthday, he was moved to take stock of
his life—*T had had two wives, I had eight children, a big house and a Rolls-
Royce”—and the upshot of this stock taking was that in 1974 Beer renounced
material possessions and went to live in a small stone cottage in a remote
part of Wales.* He retained the cottage for the rest of his life, but after the
mideighties he divided his time between there and a small house he shared
with Allenna Leonard in Toronto. This break in Beer’s life was registered by a
change in his appearance (fig. 6.2) and also in his writing style. Until this
change, Beer’s writing took a fairly conventional form. His first book in its
wake was Platform for Change: A Message from Stafford Beer, printed on paper of
four different colors, signaling different modes of argument and presentation.
The introduction, printed on yellow paper, begins thus (Beer 1975, 1):

HELLO

I would like to talk to you
if you have the time

in a new sort of way

about a new sort of world.
It ends (6):

I am fed up with hiding myself
an actual human being
behind the conventional anonymity

of scholarly authorship.
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Figure 6.2. Beer after the move to Wales. Source: Beer 1994a, 315. Photo: Hans-

Ludwig Blohm. © Hans-Ludwig Blohm, Canada.)

From Operations Research to Cybernetics

Beer’s route into cybernetics began with his work in operations research
(OR) which in turn grew out of his work in the British Army in India. We do
not need to delve deeply into the history of OR, but some brief remarks are
relevant. As its name suggests, OR developed in World War II as a scientific
approach to military operations. “Scientific” is to be contrasted here with
traditional approaches to tactical and strategic planning based on the accu-
mulated expertise of military commanders, and wartime OR can be broadly
characterized in terms of a quantifying spirit aimed at modelling military
activities with an eye to optimizing performance. One could try to calculate,
for example, the optimal U-boat search pattern to be flown by a specified

number of aircraft of given speed and range. OR was first developed in Britain
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in conjunction with new radar technologies but was also taken to a high art
in the United States.’

Beer was not himself involved in the wartime development of OR. On his
own account, he rather wandered into it while he was in the army, first by at-
tempting to use symbolic logic, which he had studied at University College,
to organize large numbers of men into functioning systems.® He first heard of
OR as a field on his return to England and plunged himself into it as he moved
into civilian life. Two early papers, published in 1953 and 1954, for example,
outline novel statistical indices for measuring the productivity of manufactur-
ing processes which he developed and implemented at the Samuel Fox steel
company. These papers have a very practical bent, including ideas on how the
sampling of productivity should be done and how the information could be
systematically and routinely collected, assembled, and presented. The aim
of the indices in question was the ability to forecast how long it would take
to perform any given operation, a topic of interest both to the managers and
customers of the mill (Beer 1953, 1954).

Beer’s career in OR was very successful, as is evident from the biographi-
cal sketch above, and OR continued to play an important part throughout his
subsequent work, both as an employee and as a consultant. But at an early
stage he began to look beyond it. The second of the OR papers just mentioned
is largely devoted to the development and use of performance measures for
individual production operations in the factory, but it concludes with a sec-
tion entitled “The Future Outlook” (also the title of Grey Walter’s novel in its
English publication two years later) looking forward to the development of
“models . . . which would embrace the whole complex manufacturing struc-
ture of, say, an integrated steelworks.” Beer notes that such models would
themselves be very complex to construct and use and mentions some relevant
mathematical techniques already deployed by OR practitioners, including
game theory and linear programming, before continuing, “Advances in the
increasingly discussed subject of cybernetics, allied with the complex models
mentioned, might result in a fully mechanized form of control based on the
technique described here” (1954, 57).

What did cybernetics mean, in assertions like that, for Beer, and how did
it differ from OR? This takes us straight back to questions of ontology and a
concept that I have been drawing on all along, that of an exceedingly complex
system. Here we need only return briefly to its origin. In his first book, Cyber-
netics and Management (1959), Beer distinguished between three classes of
systems (while insisting that they in fact shaded into one another): “simple,”

“complex,” and “exceedingly complex” (fig. 6.3). He gave six examples of the
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SysTEMS Simple Complex Eﬁgﬁngly
Deterministic | Window catch Electronic digital com- | EmprY
puter
Billiards Planetary system
Machine-shop lay-out | Automation
Probabilistic | Penny tossing Stockholding The economy
Jellyfish movements | Conditioned reflexes | The brain
Statistical quality Industrial prefitability | Tue Company
control

Figure 6.3. Beer'’s classification of systems. Source: S. Beer, Cybernetics and Man-

agement (London: English Universities Press, 1959), 18.

first two types (subdividing them further into “deterministic” and “probabi-
listic” systems). Under “simple” came the window catch, billiards, machine
shop layout, penny tossing, jellyfish movements, and statistical quality con-
trol; under “complex” we find electronic digital computers, planetary systems,
automation, stockholding, conditioned reflexes and industrial profitability.
What those examples have in common, according to Beer, is that they are in
principle knowable and predictable, and thus susceptible to the methods of
the traditional sciences. Physics tells us about billiard balls; statistics about
penny tossing; OR about stockholding and industrial profitability—this last,
of course, being especially relevant to Beer. OR was, then, a classical science
of production, a science appropriate to those aspects of the world that are
knowable and predictable, in the same space as modern physics. However,
under “exceedingly complex” systems (which, according to Beer, can have
only probabilistic forms) we find just three examples: the economy, the brain,

3

and the company. And Beer’s claim was that these are *
1959,17):

very different” (Beer

The country’s economy, for example, is so complex and so probabilistic that it
does not seem reasonable to imagine that it will ever be fully described. The
second, living, example—the human brain—is also described in this way. More-
over, it is notoriously inaccessible to examination. . . . Inferential investigations
about its mode of working, from studies such as psychiatry and electroencepha-
lography, are slowly progressing.

Probably the best example of an industrial system of this kind is the Com-

pany itself. This always seems to me very much like a cross between the first
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two examples. The Company is certainly not alive, but it has to behave very
much like a living organism. It is essential to the Company that it develops
techniques for survival in a changing environment: it must adapt itself to its
economic, commercial, social and political surroundings, and it must learn

from experience.

Beer’s exceedingly complex systems, were, then, as discussed already, in a
different ontological space from the referents of OR (or physics). They were
not fully knowable or adequately predictable, and they were “the province
of cybernetics” (18). Beer’s enduring goal was precisely to think about man-
agement cybernetically—to inquire into how one would run a company,
or by extension any social organization, in the recognition that it had to
function in and adapt to an endlessly surprising, fluctuating and changing

environment.’

Toward the Cybernetic Factory
MY GOD, I'M A CYBERNETICIAN!

STAFFORD BEER, ON FIRST READING WIENER'S CYBERNETICS (BEER 1994C)

Beer first read Norbert Wiener’s Cybernetics in 1950 and plunged into the
field, establishing an individual presence in it and close personal connections
as he went. By 1960, “I had known McCulloch for some years, and he would
stay at my house on his Sheffield visits. . . . The British pioneers in cybernet-
ics were all good friends—notably Ross Ashby, Frank George, Gordon Pask,
Donald MacKay and Grey Walter” (Beer 1994 [1960], 229). “Norbert Wiener,
as founder of cybernetics, was of course my great hero,” but Beer did not meet
him until his first trip to the United States when, on 25 May 1960, Wiener
“almost vaulted over his desk to embrace me,” greeting Beer with the words “I
have become increasingly conscious that the growing reputation of my work
[Wiener’s] in Europe derives in large measure from your lectures and writ-
ings, and from the fact that you have built Cybor House. For this I should like
to thank you” (Beer 1994 [1960], 281, 283).

In what follows, we will be largely concerned with connections between
Beer’s cybernetics and Ashby and Pask’s. Beer and Pask actively collaborated
in the work on biological and chemical computers discussed below and in the
next chapter, and one can trace many parallels in the development of their
work. But the defining features of Beer’s cybernetics were Ashby’s homeostat
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as key model for thinking about adaptive systems and Ashby’s law of requisite
variety, as a tool for thinking realistically about possibilities for adaptive con-
trol. Much of what follows can be understood as a very creative extension of
Ashby’s cybernetics into and beyond the world of organizations and manage-
ment. During the 1950s, Beer experimented with a whole range of cybernetic
approaches to management (e.g., Beer 1956), but two ideas quicky came to
dominate his thinking. First, one should think of the factory (or any complex
organization) in analogy with a biological organism. Second, and more spe-
cifically, to be adaptive within an unknowable environment, the factory as
organism should be equipped with an adaptive brain.

Beer laid out an early and striking version of this vision in a paper he
presented to a symposium on self-organization held at the University of Il-
linois’s Allerton Park on the 8 and 9 June 1960 (Beer 1962a). He opened the
discussion with the notion of the “automatic factory,” then attracting great
interest, especially in the United States. This was a vision of industrial au-
tomation taken, one might think, to the limit. In the automatic factory, not
only would individual machines and productive operations be controlled by
other machines without human interference, but materials would be auto-
matically routed from one operation to the next. In the “lights out” factory,
as it was sometimes called, the entire production process would thus be con-
ducted by machines, and human labor made redundant—Iliterally as well as
metaphorically.®

Beer was not at this stage a critic of the automatic factory, except that he did
not feel it was automatic enough. He compared it to a “spinal dog”—that is, a
dog whose nervous system had been surgically disconnected from the higher
levels of its brain. The automatic factory (1962a, 164) “has a certain internal
cohesion, and reflex faculties at the least. [But] When automation has finished
its work, the analogy may be pursued in the pathology of the organism. For
machines with over-sensitive feedback begin to hunt’—or develop ataxia; and
the whole organism may be so specialized towards a particular environment
that it ceases to be adaptive: a radical change in the market will lead to its ex-
tinction.” Beer’s argument was that to make it adaptive and to avoid extinction

in market fluctuations, the automatic factory would need a brain.

At present, such an automatic factory must rely on the few men left at the top
to supply the functions of a cerebrum. And . . . the whole organism is a strange
one—for its brain is connected to the rest of its central nervous system at dis-
crete intervals of time by the most tenuous of connections. The survival-value

of such a creature does not appear to be high. . ..
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This will not do. The spinal dog is short of a built-in cerebrum; and the
automatic factory is short of a built-in brain. The research discussed in this
paper is directed towards the creation of a brain artefact capable of running the
company under the evolutionary criterion of survival. If this could be achieved,
management would be freed for tasks of eugenics; for hastening or retarding
the natural processes of growth and change, and for determining the deliberate

creation or extinction of whole species. (Beer 1962a, 165)

The reference to eugenics is provocative to say the least, but the idea is an in-
teresting one. The cybernetic factory, as Beer imagined it, would be viable—a
key term for Beer: it would react to changing circumstances; it would grow
and evolve like an organism or species, all without any human intervention at
all. The role of humans in production would thus become that of metaman-
agement—managers would survey the field of viable production units and
decide on which to promote or retard according to metacriteria residing at
a level higher than production itself. Figure 6.4 is Beer’s schematic vision of
what the cybernetic factory should look like. and much of his essay is devoted
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Figure 6.4. Schematic of the cybernetic factory. Source: Beer 1994a, 192.
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to a formal, set-theoretic definition of its contents and their relations. This is
not the place to go into the details of the formalism; for present purposes, the
important components of the diagram are arranged around the circumfer-
ence: the T- and V-machines at the left and right, bridged by the U-machine
and “states of the world” at the bottom. The symbols within the circumfer-
ence represent processes internal to the U-machine.

Beer envisaged the T-machine as something like Pitts and McCulloch’s
scanning device (Pitts and McCulloch 1947, discussed in chap. 3) updated
in the light of more recent neurophysiological research. The “senses” of the
T-machine would be numerical inputs representing the state of the factory’s
environmment (supplies and orders, finance) and its internal state (stocks,
performance measures, etc.). The function of the T-machine was “scansion,
grouping and pattern recognition” (Beer 1962a, 173). It would, that is, turn
atomistic raw data into a meaningful output, in much the same way as the hu-
man brain picks out “universals” from our sensory data. The V-machine was
conceived essentially as a T-machine running backward. Its inputs would be
framed in the language of T-machine outputs; its outputs would be instruc-
tions to the motor organs of the plant—directing production operations and
flows, ordering stock, or whatever.

Between the T- and V-machines lay, yes, the U-machine. The U-machine
was to be “some form of Ashbean ultrastable machine” (Beer 1962a, 189)—a
homeostat, the brain artifact of the firm. The job of the U-machine was con-
tinually to reconfigure itself in search of a stable and mutually satisfactory
relationship between the firm and its environment. The U-machine was thus
the organ that would enable the factory to cope with an always fluctuating
and changing, never definitively knowable environment. It was the organ that
could take the automatic factory to a level of consciousness beyond that of a
spinal dog. Figure 6.5 summed up Beer’s abstract presentation, accompanied
by the words “The temptation to make the outline look like a coronal section
of the living brain was irresistible and I apologize to cerebra everywhere for
such insolence” (197).°

The second major section of Beer’s essay was a progress report on how
far he had gone toward realizing a cybernetic factory at the Templeborough
Rolling Mills, a division of United Steel engaged in the manufacture of steel
rods.” This can help us think more concretely about the cybernetic factory,
and here we need to refer to figure 6.6. The top level of the diagram repre-
sents various material systems relating to the flow of steel within the plant
and their interconnections: the “Supplying system” feeds the “Input stocking

system” which feeds the “Producing system.” and so on. The next level down,
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Figure 6.5. The cybernetic
factory as brain. Painting by
Stafford Beer. The T, U, and
V machines are labeled on the
smaller painting in the bottom
left. Source: Beer 1994a, 198,

fig. 3.

“Sensations,” is the most important. Nineteen “sensations” are shown in the
diagram, running from “a. tons bought” to “s. tons requested.” Each of these
sensations should be understood as taking the form of numerical data relating
to aspects of the plant or its environment—the current state of production,
the profit and loss account, the balance sheet, as shown in lower levels of the
figures. The “sensation” aspect of this diagram relates to the T-machine of
Beer’s formal discussion, and his claim was to have sufficiently simulated a
T-machine to make it clear that an automatic one could be built. The group-
ing of data into nineteen categories, for example, entailed “a large number
of decisions . . . which, ultimately, the brain artefact itself is intended to take
by its multiple multiplexing techniques. The research team in the field has,
however, taken these decisions on an informed basis, by operational research
methods” (Beer 1962a, 202).

The “sensations,” then, were to be considered inputs to the T-machine,
and further numerical transformations were supposed to correspond to the
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Figure 6.6. The steel mill as cybernetic factory. Source: Beer 1994a, 200-201,
fig. 4.

functioning of “the T-Machine proper” (Beer 1962a, 203). These transfor-
mations, derived in practice from OR studies, first recombined the nineteen
sensations into twelve “functions”—six referring primarily to the company
and six to its environment. The functions all depended on ratios of expected
behavior to actual behavior of precisely the form of the indices developed
in Beer’s earlier OR work, discussed above. “This last point,” Beer wrote

(204-5),

is important, since it incorporates in this exemplification the essential “black
box” treatment of unknowns and imponderables common to all cybernetic
machines. For a model of performance in any field may be inadequate: predic-
tions and judgements based upon it will be effectual only insofar as the model
is adequate. But in exceedingly complex and probabilistic systems no analytic
model can possibly be adequate. The answer to this paradox, which I have used
successfully for 10 years, is to load the raw predictions of any analytic model
with a continuous feedback measuring its own efficiency as a predictor. In this
way, everything that went unrecognized in the analytic work, everything that
proved too subtle to handle, even the errors incurred in making calculations, is

“black boxed” into an unanalyseable weighting which is error-correcting.
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Here, then, we have an example of one way in which Beer’s cybernetics tried
to handle the unknown—a predictor that reviewed its own performance in
the name of predicting better."

The values of the twelve parameters were measured daily in the steel mill
and “were plotted on boards in an Operations Room for the benefit of man-
agement, as a by-product of this research” (Beer 1962a, 205). A plot of a year’s
readings is shown in figure 6.7, which Beer referred to as an encephalogram
(205). He was reaching here for a suggestive connection between his work in
management and brain science a la Grey Walter, referring to emergent period-
icities in the data and noting that the “encephalographer finds this structural
component of information (the brain rhythm) of more importance than either
its amplitude or voltage” (182). This tempting idea seems to have proved a red
herring, alas; I am not aware of any subsequent development of it, by Beer or
anyone else. Several other, readily automatable statistical and mathematical
transformations of these data then followed, and the work of the T-machine,
as simulated at Templeborough, was said to be complete. Given that “the T-
Machine was said to be set-theoretically equivalent to a V-Machine,” the prob-
lem of constructing the latter could be said to have been shown to be soluble,
too (208). But figure 6.4 also shows the intervention of the U-machine, the
homeostatic brain, into the life of the cybernetic factory: what about that?
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The outputs of the simulated T-machine in successive time steps were re-
corded at Templeborough as a “generalized gestalt memory” indicated in the
lower left and right of figure 6.6, the left portion relating to inner states of
the factory, the right to its environment. These memories could be thought of
defining “two phase spaces in which the company and the environment can
respectively operate.” And the U-machine was intended to search for a set of
“preferred states” within this space via a “mutually vetoing system by which
the homeostatic loop in the diagram continues to operate until both company
and environmental points in phase-space (representing vectors of functions)
lie in the appropriate preferred states set” (Beer 1962a, 208). This notion of
mutual or reciprocal vetoing was very important in Beer’s work (and Pask’s),
so I want to digress briefly here to explain it.

The idea of mutual vetoing came directly from Ashby’s cybernetics, and
here Beer, like Bateson and Pask, took the symmetric fork in the road. Imag-
ine an interconnected setup of just two of Ashby’s homeostats, both of which
are free to reconfigure themselves. Suppose homeostat 1 finds itself in an un-
stable situation in which its essential variable goes out of whack. In that case,
its relay trips, and its uniselector moves to a new setting, changing the resis-
tance of its circuit. Here one can say that homeostat 2—with its own internal
parameters that define the transformation between its input from and output
to homeostat 1—has vetoed the prior configuration of homeostat 1, kicking it
into a new condition. And likewise, of course, when homeostat 2 finds itself
out of equilibrium and changes to a new state, we can say that homeostat 1 has
vetoed the first configuration of homeostat 2. Eventually, however, this recon-
figuration will come to an end, when both homeostats achieve equilibrium at
once, in a condition in which the essential variables of both remain within
limits in their mutual interactions. And this equilibrium, we can then say, is
the upshot of a reciprocal vetoing: it is the condition that obtains when the
vetoing stops and each machine finds a state of dynamic equilibrium relative
to the other’s parameters.

This is enough, I think, to unravel the above quotation from Beer. One can
think of the U-machine and the firm’s environment as two reciprocally veto-
ing homeostats, and the U-machine itself attempts to find a relation between
its inputs from the T-machine and its outputs to the V-machine that will keep
some essential variable standing for the “health” of the company within lim-
its. Beer never reached the stage of defining exactly what that essential vari-
able should be at this stage in his work. For the sake of concreteness, we could
imagine it as a measure of profitability, though Beer proposed interestingly
different measures in subsequent projects that we can review below.
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It was clear enough, then, what the U-machine should do, though in 1960
Beer still had no clear vision of how it should be made, and at Templeborough
“management itself,” meaning the actual human managers of the plant, “plays
the role of the U-Machine” (Beer 1962a, 208). The state of the art was thus
that by that date a cybernetic factory had been simulated, though not actually
built. Beer was confident that he could construct automated versions of the T-
machine, as the factory’s sensory organ, and the V-machine, as its motor-organ
equivalent. Neither of these had actually been constructed, but their working
parts had been simulated by OR studies and data collection and transforma-
tion procedures. The U-machine, which figured out the desirable place for the
factory to sit in the factory-environment phase space, continued to be purely
human, simulated by the managers who would review the “gestalt memory”
generated by the T-machine and figure out how to translate that into action
via the inputs to the V-machine. The U-machine, then, was the key (209):

As far as the construction of cybernetic machinery is concerned, it is clear that
the first component to transcend the status of mere exemplification must be
the U-Machine. For exemplifications of T- and V-input are already available,
and can be fed to a U-Machine in parallel with their equivalent reporting to
management. . . . Having succeeded in operating the cybernetic U-Machine,
the research will turn to constructing cybernetic T- and V-Machines. . . . After
this, management would be free for the first time in history to manage, not the
company in the language of the organism, but the T-U-V(R) control assembly

in a metalanguage.

But what was the U-machine to be? Beer ended his talk at Allerton Park with
the words “Before long a decision will be taken as to which fabric to use in the
first attempt to build a U-Machine in actual hardware (or colloid, or protein)”
(212). Colloid or protein?

Biological Computing

Beer’s thinking about the U-machine was informed by some strikingly imagi-
native work that he and Pask engaged in in the 1950s and early 1960s, both
separately and together—work that continued Ashby’s goal of a synthetic
brain but with an original twist. Ashby had built an adaptive electromagnetic
device, the homeostat, which he argued illuminated the go of the adaptive
brain. Following his lead, Beer and Pask realized that the world is, in effect,

already full of such brains. Any adaptive biological system is precisely an
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adaptive brain in this sense. This does not get one any further in understand-
ing how the human brain, say, works, but it is an observation one might be able
to exploit in practice. Instead of trying to build a superhomeostat to function
as the U-machine—and Beer must have known in the mid-1950s that Ashby’s
DAMS project was not getting far—one could simply try to enroll some
naturally occurring adaptive system as the U-machine. And during the second
half of the 1950s, Beer had accordingly embarked on “an almost unbounded
survey of naturally occurring systems in search of materials for the construc-
tion of cybernetic machines” (Beer 1959, 162). The idea was to find some
lively system that could be induced to engage in a process of reciprocal veto-
ing with another lively system such as a factory, so that each would eventually
settle down in some agreeable sector of its environment (now including each
other).

In 1962 Beer published a brief and, alas, terminal report on the state of
the art, which makes fairly mind-boggling reading (Beer 1962b), and we can
glance at some of the systems he discussed there to get a flavor of this work.
The list begins with quasi-organic electrochemical systems that Beer called
“fungoids,” which he had worked on both alone and in collaboration with
Pask. This was perhaps the aspect of the project that went furthest, but one
has to assume Pask took the lead here, since he published several papers in
this area in the late 1950s and early 1960s, so I postpone discussion of these
systems to the next chapter. Then follows Beer’s successful attempt to use
positive and negative feedback to train young children (presumably his own)
to solve simultaneous equations without teaching them the relevant math-
ematics—to turn the children into a performative (rather than cognitive)
mathematical machine. Beer then moves on to discuss various thought ex-
periments involving animals (1962b, 28—29):

Some effort was made to devise a “mouse” language which would enable mice
to play this game—with cheese as a reward function. . . . In this way I was led
to consider various kinds of animal, and various kinds of language (by which
I mean intercommunicating boxes, ladders, see-saws, cages connected by pul-
leys and so forth). Rats and pigeons have both been studied for their learning
abilities. . . . The Machina Speculatrix of Grey Walter might also be considered
(with apologies to the organic molecule). . . . However no actual machines
were built. . . . By the same token, bees, ants, termites, have all been systemati-
cally considered as components of self-organizing systems, and various “brain-
storming” machines have been designed by both Pask and myself. But again

none has been made.
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Figure 6.8. The Euglena homeostat. Square, Euglena culture, with tropism displayed

as shown; solid diamond, stimulus; circle, sensory receptor; hatched triangle,
inhibiting influence, and, open triangle, stimulating influence, of a’s sensation on

b’'s stimulus. Source: Beer 1994a, 30, fig. 2.

Beer had, however, devoted most of his own efforts to systems composed from
simpler organisms: colonies of Daphnia, a freshwater crustacean (Pask had
considered Aedes aegypti, the larva of the yellow fever mosquito), of Euglena
protozoa, and an entire pond ecosystem. The key question with all three sys-
tems was how to interest these biological entities in us, how to couple them
to our concerns, how to make a U-machine that would respond to and care
about the state of the cybernetic factory. And this coupling was where Beer’s
attempts foundered (1962b, 29):

Many experiments were made with [Daphnia]. Iron filings were included with
dead leaves in the tank of Daphnia, which ingested sufficient of the former to
respond to a magnetic field. Attempts were made to feed inputs to the colony
of Daphnia by transducing environmental variables into electromagnets, while
the outputs were the consequential changes in the electrical characteristics of
the phase space produced by the adaptive behaviour of the colony. . . . However,
there were many experimental problems. The most serious of these was the col-
lapse of any incipient organization—apparently due to the steadily increasing

suspension of tiny permanent magnets in the water.

Euglena are sensitive to light (and other disturbances) in interesting ways, and
Beer sought to achieve optical couplings to a tank full of them “using a point
source of light as the stimulus, and a photocell [to measure the absorption of

light by the colony] as the sensory receptor” (fig. 6.8).
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However, the culturing difficulties proved enormous. Euglena showed a dis-
tressing tendency to lie doggo, and attempts to isolate a more motile strain
failed. So pure cultures were difficult to handle. Moreover, they are not,
perhaps, ecologically stable systems. Dr. Gilbert, who had been trying to im-
prove the Euglena cultures, suggested a potent thought. Why not use an en-
tire ecological system, such as a pond? . . . Accordingly, over the past year, I
have been conducting experiments with a large tank or pond. The contents of
the tank were randomly sampled from ponds in Derbyshire and Surrey. Cur-
rently there are a few of the usual creatures visible to the naked eye (Hydra,
Cyclops, Daphnia, and a leech); microscopically there is the expected multitude
of micro-organisms. [The coupling is via light sources and photocells, as in the
Euglena experiments.] . . . The state of this research at the moment is that I

tinker with this tank from time to time in the middle of the night. (Beer 1962b,
31-32)

Clearly, however, Beer failed to enroll the pond ecosystem, too, as a U-
machine. The cybernetic factory never got beyond the simulation stage; we
do not live in a world where production is run by Daphnia and leeches, and
Beer’s 1962 status report proved to be a requiem for this work. I now want
to comment on it ontologically and sociologically, before moving on to later

phases in Beer’s career in management.

Ontology and Design

The sheer oddity of trying to use a pond to manage a factory dramatizes the
point that ontology makes a difference. If one imagines the world as populated
by a multiplicity of interacting exceedingly complex systems, as modelled by
Ashby’s homeostats, then one just might come up with this idea. It follows
on from what has gone before, though even then some sort of creative leap is
required. In contrast, it is hard to see how one would ever come to think this
way from a modern technoscientific perspective. One would think instead of
trying to program a computer to do the job of management, but that is a very
different approach, in ways that are worth pondering.

We could start with issues of representation and performance. In the dis-
cussion that followed Beer’s presentation at the 1960 Allerton conference,
Beer made an interesting contrast between digital and biological computing
in just these terms. When the subject of the former came up, he remarked that
“this analogy with computers I do not like for two reasons.” One had to do with
the dynamics of memory and whether memory should be understood like the
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storage of “a parcel in a cloakroom” or as a “path of facilitation through phase
space.” The other went like this (1962a, 220—-21):

The big electronic machines . . . are preoccupied with digital access. Now why
is this? It is always possible, given an output channel which you can fit on some-
where, to say what is happening just there, and to get an enormous printout.
Now we [Beer and Pask] are not concerned with digital access, but with out-
comes. Why do we pay so much money to make it [digital output] available? In
the sort of machines that Gordon and I have been concerned with, you cannot
get at the intermediate answer. If you take out [one?] of Gordon’s dishes of col-
loid, you may be effectively inverting a matrix of the order 20,000. The cost of
the computer is perhaps 10 cents. The only trouble is you do not know what the
answer is. Now this sounds absurdly naive, but it is not, you know, because you
do not want the answer. What you do want is to use this answer. So why ever

digitise it?

We are back to the notion of representation as a detour away from perfor-
mance. Digital computing, in this sense, is an enormous detour away from its
object—the functioning of a factory for example—into and through a world
of symbols. In the previous chapter we discussed the discovery at Kingsley
Hall and Archway that this detour could be drastically shortened or even done
away with in therapeutic practice. But Beer started from this realization: in a
world of exceedingly complex systems, for which any representation can only
be provisional, performance is what we need to care about. The important
thing is that the firm adapts to its ever-changing environment, not that we
find the right representation of either entity. As ontological theater, then,
Beer and Pask’s biological computers stage this performative ontology vividly
for us, dispensing entirely with representation, both exemplifying an ontology
of sheer performance and indicating how one might go on in computing if
one took it seriously. I could note here that this concern for performance and
a suspicion of representation per se is a theme that ran through all of Beer’s
work."

There is second and related sense of a detour that also deserves attention
here. As Beer put it (1962a, 209, 215), “As a constructor of machines man has
become accustomed to regard his materials as inert lumps of matter which
have to be fashioned and assembled to make a useful system. He does not
normally think first of materials as having an intrinsically high variety which
has to be constrained. . . . [But] we do not want a lot of bits and pieces which

we have got to put together. Because once we settle for [that], we have got to
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have a blueprint. We have got to design the damn thing; and that is just what
we do not want to do.” The echoes of Ashby on DAMS and the blueprint at-
titude are clear. We are back to the contrasting conceptions of design that go
with the modern ontology of knowable systems and the cybernetic ontology
of unknowable ones. Within the frame of modern science and engineering,
design entails figuring out what needs to be done to achieve some result and
then arranging “inert lumps of matter” to achieve those specifications. Digital
computers depend on this sort of design, specifying material configurations
right down to the molecular level of chemical elements on silicon chips. Beer’s
idea instead was, as we have seen, to find lively (not inert) chunks of matter
and to try to enroll their agency directly into his projects. This gets us back
to the discussion of the hylozoist quality of biofeedback music (chap. 3) and
the idea that it’s all there already in nature (as in the extraction of music from
the material brain). We could say that the modern stance on design has no
faith in matter and relies upon human representations and agency to achieve
its effects. The cybernetic ontology, as Beer staged it, entailed a faith in the
agency of matter: whatever ends we aim at, some chunk of nature probably
already exists that can help us along the way. We don’t need these long detours
through modern design. We can explore Beer’s hylozoism further later in the
chapter in a broader discussion of his spirituality.

There is, of course, yet a third sense of detour that comes to mind here. The
mastery of matter, from the molecular level upward, required to build a digital
computer has been painstakingly acquired over centuries of technscientific
effort. Beer’s argument was, in effect, that perhaps we didn’t need to make
the trek. Just to be able to suggest that is another striking manifestation of the
difference that ontology makes.

Now, Heidegger. It makes sense to see modern computer engineering as
operating in the mode of enframing. It is not that semiconductor engineers,
for example, have actually achieved some magical mastery over matter. For
all their representational knowledge, they remain, like the rest of us, in me-
dias res, obliged to struggle with the performance of obstinate stuff (Lécuyer
and Brock 2006). Nevertheless, a successful chip is one that fits in with our
preconceived plans: the chip either manipulates binary variables in a regular
fashion, or it does not—in which case it is junk. Bending matter to our will
like that is just what Heidegger meant by enframing. And then we can begin,
at least, to see that the cybernetic ontology in this instance has more in com-
mon with a stance of revealing. Beer wanted to find out what the world—as-
semblages of mice, Daphnia, his local pond—could offer us. Against this, one
might argue that Beer had some definite end in view: a replacement for the
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human manager of the factory. But the important point to note is that the
pond was not envisaged as an identical substitute for the human. We will see
in the next chapter that Pask, who thought this through in print further than
Beer, was clear that biological computers would have their own management
style, not identical to any human manager—and that we would, indeed, have
to find out what that style was, and whether we could adapt to and live with it.
This is the sense in which this form of cybernetic design in the thick of things
is a stance of revealing rather than enframing.

One last thought in this connection. Somewhere along the line when one
tries to get grips with Beer on biological computing, an apparent paradox
surfaces. Beer’s goal, all along, was to improve management. The cybernetic
factory was supposed to be an improvement on existing factories with their
human managers. And yet the cybernetic brain of the factory was supposed
to be a colony of insects, some dead leaves for them to feed on, the odd leech.
Did Beer really think that his local pond was cleverer than he was? In a way,
the answer has to be that he did, but we should be clear what way that was. Re-
call that Beer thought that the economic environment of the factory was itself
an exceedingly complex system, ultimately unknowable and always becoming
something new. He therefore felt that this environment would always be set-
ting managers problems that our usual modes of cognition are simply unable
to solve. This connects straight back to the above remarks on Beer’s scepticism
toward representational knowledge. On the other hand, according to Beer,
biological systems can solve these problems that are beyond our cognitive ca-
pacity. They can adapt to unforeseeable fluctuations and changes. The pond
survives. Our bodies maintain our temperatures close to constant whatever
we eat, whatever we do, in all sorts of physical environments. It seems more
than likely that if we were given conscious control over all the parameters that
bear on our internal milieu, our cognitive abilities would not prove equal to
the task of maintaining our essential variables within bounds and we would
quickly die. This, then, is the sense in which Beer thought that ecosystems are
smarter than we are—not in their representational cognitive abilities, which
one might think are nonexistent, but in their performative ability to solve
problems that exceed our cognitive ones. In biological computers, the hope
was that “solutions to problems simply grow” (1962a, 211).

The Social Basis of Beer’s Cybernetics

At United Steel, Beer was the director of a large operations research group,
members of which he involved in the simulation of the cybernetic factory at
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the Templeborough Rolling Mills. This was a serious OR exercise, supported
by his company. The key ingredient, however, in moving from the simulation
to the cybernetic reality, was the U-machine, and, as Beer remarked in open-
ing his 1962 status report on biological computing, “everything that follows is
very much a spare time activity for me, although I am doing my best to keep
the work alive—for I have a conviction that it will ultimately pay off. Ideally,
an endowed project is required to finance my company’s Cybernetic Research
Unit in this fundamental work” (1962b, 25). I quoted Beer above on tinkering
with tanks in the middle of the night, evidently at home, and Beer’s daughter
Vanilla has, in fact, fond childhood memories of weekend walks with her fa-
ther to collect water from local ponds (conversation with the author, 22 June
2002). We are back once more on the terrain of amateurism, ten years after
Walter had worked at home on his tortoises and Ashby on his homeostat.

Again, then, a distinctive cybernetic initiative sprang up and flourished
for some years in a private space, outside any established social institution.
And, as usual, one can see why that was. Beer’s work looked wrong. Tinkering
with tanks full of pond water looked neither like OR nor like any plausible
extension of OR. It was the kind of thing an academic biologist might do,
but biologists are not concerned with managing factories. The other side of
the protean quality of cybernetics meant that, in this instance, too, it had no
obvious home, and the ontological mismatch found its parallel in the social
world. I do not know whether Beer ever proposed to the higher management
of United Steel or to the sponsors of his consulting company, SIGMA, that
they should support his research on biological computing, but it is not sur-
prising that he should be thinking wistfully of an endowed project in 1962,
or that such was not forthcoming. We should, indeed, note that Beer failed to
construct a working U-machine, or even a convincing prototype. This is, no
doubt, part of the explanation for the collapse of Beer’s (and Pask’s) research
in this area after 1962. But it is only part of the explanation. The electronic
computer would not have got very far, either, if its development had been left
solely to a handful of hobbyists.

Of course, Beer did not carry on his cybernetics in total isolation. As men-
tioned above, having read Wiener’s Cybernetics in 1950, he sought out and
got to know many of the leading cyberneticians in the United States as well
as Britain. In the process, he quickly became a highly respected member of
the cybernetics community which existed transversely to the conventional
institutions to which its members also belonged. It was Beer who first brought
Ashby and Pask together, by inviting both of them to a lecture he gave in the
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city hall in Sheffield in 1956, and his recollection of the meeting sheds some
light on the characters of both (S. Beer 2001, 553): “Gordon was speaking in
his familiar style—evocative, mercurial, allusory. He would wave his arms
about and try to capture some fleeting insight or to give expression to some
half-formed thought. I was used to this—as I was to Ross’s rather punctilious
manner. So Ashby would constantly interrupt Gordon’s stream of conscious-
ness to say, ‘Excuse me, what exactly do you mean by that?” or “‘Would you
define that term?’ Both were somewhat frustrated, and the evening was close
to disaster.” Beyond his personal involvement in the cybernetics community,
Beer appreciated the importance of establishing a reliable social basis for the
transmission and elaboration of cybernetics more than the other British cy-
berneticians. Ross Ashby also presented his work at the 1960 conference at
which Beer presented “Towards the Cybernetic Factory,” and while there Beer
conspired with Heinz von Foerster to offer Ashby the position that took him
to the University of Illinois (Beer 1994 [1960], 299—301). In the second half of
the 1960s, when Beer was development director of the International Publish-
ing Corporation, he conceived the idea of establishing a National Institute
of Cybernetics at the new Brunel University in Uxbridge, London, aiming to
create academic positions for both Gordon Pask and Frank George. Beer per-
suaded the chairman of IPC, Cecil King, to fund part of the endowment for the
institute and a fund-raising dinner for the great and good of the British estab-
lishment was planned (with Lord Mountbatten, the queen’s uncle, and Angus
Ogilvy, the husband of Princess Alexandra, among the guests). Unfortunately,
before the dinner could take place there was a palace coup at IPC—*“in which,
ironically, I [Beer] was involved”—which resulted in the replacement of King
by Hugh Cudlipp as chairman.

I had never managed to explain even the rudiments of cybernetics to him
[Cudlipp]. Moreover, it is probably fair to say that he was not one of my great-
est fans. . . . At any rate the dinner broke up in some disorder, without a single
donation forthcoming. Dr Topping [the vice-chancellor at Brunel] went ahead
with the plan insofar as he was able, based on the solitary commitment that Ce-
cil King had made which the new Chairman was too late to withdraw. Gordon
was greatly disappointed, and he could not bring his own operation (as he had
intended) [System Research, discussed in the next chapter] into the ambit of
the diminished Institute which soon became a simple department at Brunel.
The funding was just not there. However, both he and Frank George used their

Chairs on the diminished scale. (S. Beer 2001, 557)
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Though Beer had not fully achieved his ambition, the establishment of the
Department of Cybernetics at Brunel was the zenith of the institutional
career of cybernetics in Britain, and we shall see in the next chapter that
Pask made good use of his position there in training a third generation of
cyberneticians. Characteristically, the trajectory of cybernetics in Britain
was further refracted at Brunel, with Pask’s PhD students focusing on such
topics as teaching machines and architecture. The Brunel department
closed down in the early 1980s, and, given the lack of other institutional
initiatives, these students were once more left to improvise a basis for their
careers.™

In the 1960s, then, Beer helped find academic positions for three of Brit-
ain’s leading cyberneticians and played a major role in establishing an aca-
demic department of cybernetics. Conversely, as remarked already, in 1974
Beer effectively deinstitutionalized himself in moving to a cottage in Wales.
Partly, as I said, this was an aspect of an overall shift in lifestyle; partly it was a
response to events in Chile. Partly, too, I think, it was a reflection of his failure
in the later 1960s to persuade Britain’s Labour government of the importance
of cybernetics. He wrote of his “disappointment in the performance of Har-
old Wilson’s ‘white heat of technology’ government. This was operating at a
barely perceptible glow, and the ministers with whom I had been trying to
design a whole new strategy for national computing failed to exert any real
clout. There were five ministers involved—the Postmaster General himself
(John Stonehouse) ‘did a runner’ and was discovered much later in Australia”
(S. Beer 2001, 556). Beer was an exceptionally well connected spokesman for
cybernetics in the 1960s, but the fruits of his efforts were relatively few. As he
once put it to me, speaking of the sixties, “the Establishment beat us” (phone
conversation, 3 June 1999)."

The Afterlife of Biological Computing

Neither Beer nor Pask ever repudiated his biological computer work; both
continued to mention it favorably after the 1960s. In his 1982 popular book,
Micro Man, Pask discusses a variety of “maverick machines,” including his
electrochemical systems, which he describes as “dendritic.” He mentions that
improved versions of them have been built by R. M. Stewart in California and
comments that “there is now a demand for such devices, which are appro-
priate to non-logical forms of computation, but dendrites . . . are physically
too cumbersome for such demand to be met practically. It now seems that
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biological media may perform in similar fashion but on a more manageable
scale” (Pask and Curran 1982, 135). A few pages later he actually reproduces a
picture of a pond, with the caption “A real-life modular processor?” Likewise,
Beer in the text he wrote for a popular book on the history of computing,
Pebbles to Computers: “Some thirty years ago, some scientists began to think
that biological computers might be constructed to outpace even electronic
achievement. At that time it was not clear that transistors themselves would
become reliable! Attempts were made to implicate living cells—microorgan-
isms—in computations. In England in the ‘fifties, one such computer solved
an equation in four hours that a bright school girl or boy could solve in (maxi-
mum) four minutes. Its time had not yet come!” (Blohm, Beer, and Suzuki
1986, 13).

Biological computing enjoyed a happier fate in science fiction, making
its way into the popular imagination. With Beer’s experiments on mice with
cheese as a “reward function” we are surely in the presence of the mouse-
computer that turns up in both Douglas Adams’s The Hitchhiker’s Guide to the
Galaxy (1979) and Terry Pratchett’s Discworld series of fantasy novels.’® The
most convincing representations of biological computing that I have come
across include the obviously organic control systems of alien space ships that
featured in various episodes of Doctor Who and, more recently, in Greg Bear’s
novel Slant (1997), which includes a biological computer called Roddy (re-
combinant optimized DNA device) that is an entire ecosystem of bees, wasps,
ants, peas, and bacteria (and which succeeds in subverting the world’s most
sophisticated conventional Al Jill).

And back in the material world biological computing has, in fact, recently
been experiencing a resurgence. Figure 6.9 shows a cockroach-controlled
robot, recently built by Garnet Hertz in the Arts, Computing, Engineering
Masters Program at the University of California, Irvine. A giant Madagascan
cockroach stands on the white trackball at the top of the assembly, attached
by Velcro on its back to the arm which loops above the other components.
Motions of the cockroach’s legs rotate the trackball, which in turn controls
the motions of the cart (much as a trackball can be used to control the motion
of the cursor on a computer screen). Infrared sensors detect when the cart is
approaching an obstacle and trigger the appropriate light from an array that
surrounds the roach. Since roaches tend to avoid light, this causes the roach to
head off in another direction. The entire assemblage thus explores its environ-
ment without hitting anything or getting stuck—ideally, at least. The cyber-
netic filiations of this robot are obvious. From one angle, it is a version of Grey
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Walter’s tortoise, five decades on. From the other, a lively biological agent
replaces the precisely designed electronic circuitry of the tortoise’s brain,
exemplifying nicely the sense of “biological computing.”"” Figure 6.10 shows
another biorobot, this one built by Eduardo Kac as part of his installation The
Eighth Day. This time, the robot is controlled by a slime mold. These machines
have no functional purpose. They are artworks, staging for the viewer a cy-
bernetic ontology of entrained lively nonhuman agency. We can return to the
topic of cybernetic art at the end of this chapter. For now, we might note that
back in the 1950s and early 1960s Beer and Pask were aiming at something
much more ambitious than Hertz and Kac, to latch onto the adaptive proper-
ties of biological systems, rather than their basic tropic tendencies.*®

Figure 6.9. Cockroach-controlled robot. (Photograph by Garnet Hertz. Used by per-

mission.)
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Figure 6.10. Eduardo Kac, The Eighth Day, 2001. Transgenic artwork with biological
robot (biobot), GFP plants, GFP amoebae, GFP fish, GFP mice, audio, video, and In-
ternet (dimensions variable). The photograph shows the biobot in the studio, with
its internal amoebae already in place, before it was introduced into the transgenic
ecology that constitutes The Eighth Day. Source: www.ekac.org/8thday.html. Used
courtesy of Eduardo Kac.

The Viable System Model

When Beer’s dreams of biological computing came to an end in the early
1960s, this implied not an abandonent of his vision of the cybernetic factory
but a transformation of it. Beginning in 1972, a trilogy of books developed
his account of what he called the viable system model—the VSM for short:
Brain of the Firm (1972; 2nd ed., 1981), The Heart of the Enterprise (1979), and
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Diagnosing the System for Organizations (1985). The VSM was at the forefront
of Beer’s thinking and consulting work from the 1960s to the 1990s and at-
tracted a considerable following. A two-day workshop on the VSM held at
the Manchester Business School in January 1986 led to the production of an
edited volume describing further interpretations and applications of the VSM
by a range of academics, consultants, and people in industry and the military
(Espejo and Harnden 1989), and variants of the VSM are still practiced and
taught today.

The VSM transformed Beer’s earlier vision of the cybernetic factory along
two axes. First, the simulation of the cybernetic factory discussed above,
where human management filled in for the not-yet-built U-machine, became
in effect the thing itself. Beer continued to look forward to as much com-
puterization of information gathering, transmission, and transformation as
possible (as in the T- and V-machines). But the ambition to dispense with the
human entirely was abandoned. Instead, human managers were to be posi-
tioned within purposefully designed information flows at just those points
that would have been occupied by adaptive ponds or whatever (e.g., the posi-
tion they in fact occupied in the earlier simulations).

Second, Beer extended and elaborated his conception of information flows
considerably. In Brain of the Firm, the first of the VSM trilogy, he argued thus:
The aim of the firm had, as usual, to be to survive in an environment that was
not just fluctuating but also changing—as new technologies appeared in the
field of production and consumption for example. How was this to be accom-
plished? What would a viable firm look like? The place to look for inspiration,
according to Beer, was again nature, but now nature as the source of inspira-
tion in the design of viable organizations, rather than nature as the immediate
source of adaptive materials. Beer’s idea was to read biological organisms as
exemplary of the structure of viable systems in general, and to transplant the
key features of their organization to the structure of the firm. In particular,
he chose the human nervous system as his model. In the VSM, then, Beer’s
strategy was to transplant the organic into the social, but not as literally as
before. The firm would no longer contain trained mice or Daphnia at its heart;
instead, information flows and processing would be laid out as a diagram of
human bodily flows and transformations.

The spirit of the VSM is strikingly expressed in the juxtaposition of two fig-
ures from Brain of the Firm. Figure 6.11A is a schematic of the body; figure 6.11B
is a schematic of the firm. Brain goes into considerable detail in rehearsing the
then-current understanding of human neurophysiology—the pathways both
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Figure 6.11. Control systems: A, in the human body; B, in the firm. Source: S. Beer,
Brain of the Firm, 2nd ed. (New York: Wiley, 1981), 131, figs. 23, 22. Permission:
John Wiley & Sons.

nervous and biochemical along which information flows, the operations per-
formed upon it at different points—and how it might be transcribed into the
organization of the firm. I am not going to attempt an extensive review. But
some key features need to be singled out. The VSM divided the “nervous sys-
tem” of the firm into five subsystems, numbered 1-5 in figure6.11B. Although
the VSM was supposed to be applicable to any organization (or any viable sys-
tem whatsoever), for illustrative purposes figure 6.11B is a diagram of a com-
pany having four subsidiaries, labeled 1A-1D, and as indicated in figure6.11A,
one can think of these in analogy to systems in the body, controlling the limbs,
the heart, the kidneys, and so on. A notion of autonomy arises here, because
such systems in the body largely control themselves without reference to the
higher levels of the brain. The heart just speeds up or slows down without
our ever having to think about it. It adapts to the conditions it finds itself in
by reflex action largely mediated somewhere down the spinal column. Beer’s
contention was that subsidiaries of the firm should be like that. They should
act in the world and on one another (supplying materials to one another, say)
as indicated by the circles with wavy lines and arrows moving off to the left
from them, and their performance would be monitored at appropriate points
on the “spinal column”—the square boxes labeled 1A and so on. This monitor-
ing would consist of a comparison of their performance in relation to a plan

already given by the higher management of the firm, and deviations could
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be compensated for by appropriate adjustments to their behavior. The model
here would be a simple servo-controlled negative feedback mechanism.

But even at this level of the body, autonomy is not complete. Figure 6.11B
shows direct connections between the control systems, 14, 1B, and so on.
The idea here is that if something unusual is happening in subsidiary 1A, say,
which supplies parts to 1B, then 1B should know about it so that it can take
steps to allow for that. There must, that is, be some information channel link-
ing these subsidiaries, as there is between the heart and the lungs. And fur-
ther, Beer observed, in the human body there are usually several different
channels linking levels of the nervous system. Figure 6.11A thus distinguishes
two further channels—the sympathetic and the parasympathetic systems—
and figure 6.11B shows their equivalents—lines of information flow upward,
from the controllers on the spinal cord (the squares) and from the operational
sites (the circles). The equivalent of the sympathetic system is system 2 of the
VSM. Beer understood this as attempting to damp conflicts that could arise
at the system 1 level—the various subsidiaries trying to hoard some material
in short supply to each other’s detriment, for example. This damping, which
Beer knew enough not to expect to be necessarily successful, would be accom-
plished by reference to system 3. Corresponding to the pons and the medulla
at the base of the brain, system 3 would be basically an operations research
group, running models of the performance of the entire ensemble of subsid-
iaries, and thus capable, in principle, of resolving conflicts between subsidiar-
ies in the light of a vision available to none of the subsidiaries alone."

At this stage, no information has traveled upward beyond system 3 into
higher layers of management. The parasympathetic system, however, was en-
visaged to act somewhat differently. This traveled straight up to system 3 and

» <«

was intended to transmit an “algedonic” “cry of pain.” Less metaphorically,
production data would be monitored in terms of a set of dimensionless ratios
of potential to actual performance of the kind that Beer had introduced in his
1953, paper discussed earlier. If one of those ratios departed from a predecided
range, this information would be automatically passed onward to system 3,
which, in the light of its models, would act as a filter, deciding whether to pass
it on to levels 4 and possibly 5.2

I am inclined to think that system 4 was Beer’s favorite bit of the VSM. The
equivalent of the diencephalon and ganglia of the human brain, this had ac-
cess to all the information on the performance of the firm that was not filtered
out by system 3; it was also the level that looked directly outward on the state
of the world. If the level 1 systems had access to information directly relating

to their own operations, such as rising or falling stockpiles or order books,
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Figure 6.12. World War II operations room, near London, during the Battle of Brit-

ain. Source: Beer 1968a, 23.

level 4 had much wider access, to national economic policies and changes
therein, say, to the price of money, the results of market research, and what
have you. System 4 was, then, the T-U-V system of Beer’s earlier model, with
the humans left in.

Beer envisaged system 4 as a very definite place. It was, in fact, modelled
on a World War II operations room, of the kind shown in figure 6.12 (taken
from Beer’s 1968 book Management Science), as developed further by NASA
at “Mission Control in the Space Centre at Houston, Texas, where the real-
time command of space operations is conducted” (Beer 1981, 193-94), and
updated with all of the decision aids Beer could think of (194-97). All of the
information on the state of the firm and of the world was to be presented vi-
sually rather than numerically—graphically, as we would now say. Dynamic
computer models would enable projections into the future of decisions made
by management. Simply by turning knobs (197), managers could explore the
effects of, say, investing more money in new plant or of trends in consump-
tion. Feedbacks that had passed the level 3 filters would also arrive at system
4 from the lower levels, “signalled appropriately—that is, if necessary, with
flashing red lights and the ringing of bells” (194), alerting management to
emerging production problems, perhaps to be passed on again to level 5. In
terms of social organization, “I propose a control centre for the corporation
which is in continuous activity. This will be the physical embodiment of any
System 4. All senior formal meetings would be held there; and the rest of the
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time, all senior executives would treat it as a kind of club room. PAPER WOULD BE
BANNED FROM THIS PLACE. It is what the Greeks called a phrontisterion—a think-
ing shop” (194).

System 4, then, differed from system 3 in the range of its vision, a vision
which now encompassed the future as well as the present, and Beer imagined
system 4 as a primary locus for decision making on change. If the levels below
strove to implement given production plans for the firm, level 4 was the level
at which such plans were drawn up and modified.

Finally we arrive at system 5, the equivalent of the human cortex. This was
the level where policies were deliberated upon and the most consequential
decisions were made (Beer 1981, 201). This was where the human directors of
the firm had been imagined to continue to exist in the original blueprint for
the cybernetic factory. The firm’s viability and continued existence, and even
growth and evolution, were maintained by systems 1—4. The job of system
5 was, therefore, to think big at a metalevel superior to questions of mere
viability.*!

This outline of the VSM is now almost complete, but two points need to
be added. First, the various levels of the viable system were intended to be
coupled adaptively to one another. The 3 and 4 systems, for example, would
engage in the process of reciprocal vetoing discussed earlier. Level 4 might
propose some change in the overall operating plan for the firm; this would
be run through the OR models at level 3 and might be rejected there—per-
haps it would place excessive strain on one of the subsidiaries. Level 3 could
then propose some modified plan back to level 4, which could run it through
its models. Perhaps the plan would be vetoed again, once more transformed,
and returned to level 3. And so on, back and forth, until some operating plan
agreeable to both systems 3 and 4 was discovered.

Second, we should note a recursive aspect of the VSM. Beer argued that
firms were themselves parts of bigger systems—national economies, say. The
entire 1-5 structure of the firm would thus appear as a single system 1 on a
diagram of the national economy. This in turn should be a viable system with
its own levels 2—5 overseeing the ensemble of firms. Proceeding down the
scale instead of up it, each subsidiary of the firm should also be a viable system
in its own right, meaning that the level 1 systems of figure 6.11 should actually
have their own levels 1—5 within them. Figure 6.13 shows what became Beer’s
standard diagram of the VSM, depicting two levels of such recursion. The
two level 1 subsidiaries in square boxes at the lower end of the spinal column
(running up the right-hand side) are shown as having their own 15 structure
projecting downward at an angle of 45 degrees (and each has two subsidiary
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“operations” within its large circle). Likewise, the 3-4-5 brain at the top of the
spinal column is itself enclosed in a square box, indicating that it is part of a
level 1 system of some bigger system. Beer felt that such recursivity was a nec-
essary property of viable systems—they had to be nested inside one another
“like so many Russian dolls or Chinese boxes” in a chain of embeddings which
“descends to cells and molecules and ascends to the planet and its universe”
(Beer 1989a, 22, 25).

The VSM was thus a vision of the firm in the image of man. Especially, func-
tions of management and control were envisaged on the lines of the human
brain and nervous system. The brain and nervous system were simulated by a
combination of information technologies and real human beings appropriately
arranged. One could say that the VSM is one of the most elaborated images of
the cyborg in postwar history, though the word “cyborg” is tautologous here,
standing as it does for “cybernetic organism.” Any viable system was exactly
that, according to Beer. We should also note that the VSM was the “circuit dia-
gram” (Beer 1981, 123) of a time machine, an adaptive system accommodating
itself to the exigencies of the unknown in real time, ranging from mundane

disturbances at the level of production to world-historical changes.

The VSM as Ontology and Epistemology

The basic ontological vision that the VSM conjures up is the same as that of
the cybernetic factory before it: the world as an ungraspable and unmaster-
able space of becoming; the organization as open-endedly and performatively
adaptable. The VSM, however, also suggests some refinements to that picture.
First, my portrayal of the cybernetic factory was centered on the brain of the
firm as a unitary entity, the U-machine, in dialogic conversation with the
firm’s environment. Beer’s conception of the VSM, in contrast, was one in
which the overall behavior of the firm was the upshot of an interplay of many
active but quasi-autonomous elements, the VSM’s systems 15, themselves
also interacting with different aspects of the firm’s environment. The recur-
sive aspect of the model adds an indefinite sequence layers of elements to this
picture. The VSM thus moves us toward a vision of ontological multiplicity, a
multiplicity which is, furthermore, irreducible: the system 3 of a given organi-
zation is not reducible to the organization’s system 4, say, or to the system 3 of
another organization.*

Second, we can return to the question of goals. Walter’s and Ashby’s devices
had fixed goals that organized their adaptation: the homeostat reconfigured
itself so as to keep its essential variables within preset limits. Beer’s concep-
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tion of the VSM, in contrast, specified no goals whatsoever, except adaptation
itself. And we could think of Heidegger: adaptation in the VSM was a process
of revealing rather than enframing. The process that Beer called reciprocal
vetoing between levels of the system, for example, was by no means as nega-
tive as the phrase suggests. A veto from one level to another was at the same
time an invitation for a novel counterproposal, a way of finding out what the
other had to offer.

The VSM was explicitly about information flows and transformations, so
we can return now to a consideration of cybernetic epistemology as well as
ontology. In Beer’s vision, viable systems do contain knowledge—represen-
tations of their own inner workings and of their environment—principally
enshrined in the OR models at level 3 of the VSM and the projective models at
system 4. What should we make of this? First, we could recall that in his work
on truly biological controllers, Beer had sought to avoid this detour through
representation. His biological computers did not contain any representational
or symbolic elements; they were intended simply to do their adaptive thing.
The VSM, then, one might say, was a concession to representation as a re-
sponse to the failure of biological computation. And it is appropriate to recall
that, as I remarked before, Beer did not much trust representational models.
He did not think, for example, that one could arrive at a uniquely correct
model of the firm and its environment that could function unproblematically
at level 4 of the VSM. This is a direct corollary of the idea that both the firm
and its environment are exceedingly complex.

Beer did not, however, take this to imply that the construction of repre-
sentational models was a useless endeavor. His idea, instead, was that the
models in question should be continually examined and updated in relation to
performance—"“continuously adapted” (Beer 1981, 185) or even always “abort-
ing” (Beer 1969 and 1994b, 151). The company should act in the light of the
future projections of the model at level 4, but then actual developments in
time should be compared with expectations from the model’s simulations.
These would not, in all probability, match, and the model should be adjusted
accordingly.”® The VSM thus stages for us an image of a performative episte-
mology—a more elaborated version of what we have seen in the preceding
chapters. The “knowledge components” of the VSM were not an end in them-
selves; they were geared directly into performance as part of the mechanism
of adaptation, and they were revisable in performance, just like the other com-
ponents of the VSM; they were not the controlling center of the action.

Here I need to enter a caveat. What might adaptation of these models in
practice mean? I just described adaptation in the VSM as open ended, but
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Beer imagined and was prepared to implement something less than this in
his models. He understood them as sets of mathematical equations linking
long lists of variables such as demand, revenue, technological and economic
change, dividends, share prices, and the money market. And the basic form
of these sets of equations was not, in itself, revisable, at least as part of Beer’s
description of the regular functioning of a viable system. What could be re-
vised in practice were the parameters figuring in these equations which speci-
fied the intensity of the couplings between variables. Beer’s models were thus
adaptive, but only to a degree, within a fixed overall form.**

One further point. The symbolic models of the VSM were envisaged as
conventional simulations programmed on digital computers. In this respect,
there was no distinctively cybernetic aspect to the VSM. But it is still instruc-
tive to review Beer’s thoughts on the computerization of industry. It is im-
portant to note that Beer was himself an enthusiast for computers. As early
as 1956 at United Steel he had had installed one of the first computers in the
world to be dedicated to management science, a Ferranti Pegasus (Harnden
and Leonard 1994, 4). He was nevertheless a consistent critic of the way in
which computers were being introduced more generally into industry and
business. His argument was that “the first and great mistake” was that “people
set out to automate the procedures and therefore the organisations they al-
ready knew. These themselves were frozen out of history and fixed by profes-
sionalism.” Computers were, in other words, being used to automate existing
clerical tasks while leaving the overall structure of the traditional organization
untouched: “Companies have exchanged new lamps for old, and set them in
the window as marks of progress. . . . We are using a powerful control instru-
ment competent to reorganise the firm, its departments and functions, and
encapsulating it in a received system geared to the quill pen.” Instead, Beer
argued, we should ask, “What should my enterprise be like, now that comput-
ers exist?” (Beer 1967, 214—17).

Beer was especially critical of the use of computers in business to automate
and augment record keeping, and this gets us back to the ontological question.
If the world is beyond our capacity to know it, and if, even worse, it continu-
ally changes, knowing the past is of limited utility. Our information process-
ing should therefore be forward looking, as in the system 4 model of the VSM.
“It is worth making a tremendous effort to burst through the barrier marked
‘now, and to make managers concern themselves with what can be man-
aged—namely the future, however near—rather than peruse a record of what
can be managed no longer—namely the past, however recent. We may learn
from that past record of course, but we cannot influence it in retrospect. . . .
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Look straight ahead down the motorway when you are driving flat out. Most
enterprises are directed with the driver’s eyes fixed on the rear-view mirror”
(1981, 127, 199). Beer’s idea in the VSM was thus that most of the informa-
tion that one can collect on an organization is useless and can be discarded.
This was what the filtering operations at the various levels did, keeping only
anomalous signals for transmission to higher levels.

Seen from this angle, the object of the VSM was to reorganize the firm
around the computer—to effect a transformation that was social as well as
technological, to rearrange the human components as part of an adaptive
technosocial system of information flows and transformations. Here, too,
then, social relations and ontology hung together. And this contrast between
the VSM and the traditional structure of the organization is another nice ex-
ample of how ontology can make a difference in practice. Further aspects of

this are apparent below.

The VSM in Practice

The VSM was a normative vision of the organization. Organizations had
to look like the VSM if they were to survive and grow in time. The obvious
implication of that would seem to be that they needed to be remade from the
ground up to exemplify the VSM. Beer had one serious chance at that, which
is reviewed in the next section. But Beer could hardly claim that all existing
organizations were nonviable—some of them had been around for a long
time, the Catholic Church, for example. He therefore made a more nuanced
argument. Just like organisms, organizations could be more or less viable—
some struggling to survive, others actually dying, others springing happily
into the future: “The amoeba succeeded, the dinosaur failed, the coelacanth
muddles along” (Beer 1981, 239). And the problem was that organizations had
no way to discuss this temporal viability; they lacked any language or concep-
tual apparatus for it.

What organizations had instead was organization charts of hierarchical
power relationships running downward from the board of directors through
vertical chains of command devoted to production, accounting, marketing,
and so on. Beer’s claim was that such charts did not, and could not, repre-
sent how firms actually worked. They functioned, at most, as devices for ap-
portioning blame when things went wrong.*® Already, then, whether anyone
recognized it or not, the VSM was a better description of how the firm really
worked, and Beer’s pitch was that the formal VSM could therefore function

as a diagnostic tool (1981, 155). One could examine the firm, or any other
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organization, and see just which bits of it corresponded to the five levels of
the VSM, and one could examine the ways in which they were connected
together. Certain aspects of the firm might thus be identified as especially
deficient as compared to the VSM diagram and made the targets of therapeu-
tic intervention. Beer claimed that an experienced VSM practitioner could
often walk into a factory and identify the major problems within a day or two
and that, once pointed out, management would recognize the veracity of the
judgment—such problems having already been subconsciously recognized
and papered over (Beer 1989a, 27). Of course, addressing the problems thus
identified might take much longer—conceivably a period of years. “My guess
would be that organizations cannot face up to more than a quarter of the
reshaping that their long-term viability demands. This is of course the reason
why so many enterprises are in a state of continuous . . . reorganisation” (Beer
1981, 239).

One simple example of what might be at stake here, of continuing practical
and scholarly interest, concerns automation and the interlinkages between
the systems 1 of figure 6.13. Beer noted that such linkages between different
subsidiaries of a single company found no formal representation on the typi-
cal organization chart. But (Beer 1981, 107) “I have collected scores of ex-
amples of this. Sometimes, very often perhaps, the foremen in the related
departments make it their business to keep in intimate touch. Maybe they
walk across the road and drink tea together; maybe they telephone: ‘Youd
better know, Charlie, that . . . In a few extreme case, it was not possible to
discover how the messages were transmitted—but transmitted they certainly
were.” Beer was quite happy with such informal channels of communication;
his only concern was that Ashby’s law should be respected—that there should
be enough variety at each end to cope with that at the other, and that there
be enough bandwidth between them to mobilize and organize those varie-
ties appropriately. Instead, Beer argued, the introduction of computers as
information-processing devices often acted to sever such channels completely.
Because the channels did not appear on the organization chart, they did not
become automated; at the same time, their human conduits—the foremen, in
this example—might be forbidden to step outside their own domains, or their
positions eliminated entirely. “In the limiting case where the departmental
outstation is fully automated, there is no possible way in which the social
link can be maintained. Computers do not just happen to develop the trick
of shouting to each other across the void, as human beings always do” (108).
A technological transformation which appeared progressive on the surface
might thus be regressive as seen from the perspective of the VSM.*
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Beer also claimed that many organizations were entirely lacking a system 2
(1981, 175), and in the absence of the “sympathetic” damping generated by the
1-2-3 system would thus always be prone to pathological competition and “os-
cillations” between their subsidiaries. More generally, Beer worried about the
higher levels of the brain of the firm. Pieces of the organization which he felt
should lie directly on the “command” axis were often found to be misplaced.
This was true especially of parts of the organization that had grown up since
World War II, including management accounting, production control (Beer’s
first job in the steel industry), and operations research (his first love in man-
agement). These had no place on prewar organization charts and thus found
themselves a position almost at random (Beer 1981, 82-83). OR groups, for
example, might be found buried in subsidiaries and thus serving the overall
organization asymmetrically—to the benefit of some subsidiary rather than
the whole firm. The moral of the VSM was that there should be an OR group
on the command axis itself, at level 3. Beer also argued that “in most firms Sys-
tem 4 is a fiasco” (153—54). Elements of system 4—the monitoring and plan-
ning organ at the base of the conscious brain—were usually to be found in any
large organization, but they tended to be dispersed across the organization
instead of grouped coherently together on the command axis. Certainly very
few clubby operations rooms were to be found in industry in this period.

We need to remember that from 1970 onward Beer made his living primar-
ily as an independent management consultant, and his writings on the VSM
were integral to that. In 1989, he produced a list of consultancies he had been
engaged in (Beer 1989a, 35):

Small industrial businesses in both production and retailing, such as an engi-
neering concern and a bakery, come to mind; large industrial organizations
such as the steel industry, textile manufacturers, ship-builders, the makers of
consumer durables, paper manufacturers are also represented. Then there are
the businesses that deal in information: publishing in general, insurance, bank-
ing. Transportation has figured: railways, ports and harbours, shipping lines.
Education, and health (in several countries), the operations of cities, belong to
studies of services. Finally comes government at all levels—from the city, to the
province, to the state and the nation itself—and the international agencies: the
VSM has been applied to several.

Obviously . . . these were not all major undertakings, nor is “success” claimed
for massive change. On the other hand, none of these applications was an aca-
demic exercise. In every case we are talking about remunerated consultancy,

and that is not a light matter. The activities did not necessarily last for very long
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either, since speedy diagnosis is a major contribution of the whole approach.
On the other hand, some of them have lasted for years. Undoubtedly the major

use of this work to date was in Chile from 1971-1973.

Chile is next. Here I can just emphasize what is obvious from this list: Beer
operated not only at the level of commercial companies; many other kinds of
social organizations were likewise open to his interventions. We should also
remember what was noted earlier—that by the 1980s the VSM had gained
a significant following among management consultants and their academic
counterparts, leading to the publication of at least one multiauthor book on
the VSM (Espejo and Harnden 1989). The interested reader can look there
for case studies written up by Beer and his followers, including Beer’s sixty-
page account of his association over nine years with a mutual life assurance
company (Beer 1989a), as well as for various methodological and substantive
reflections on and extensions of the VSM. The VSM was never one of those
great fads that seem to have periodically overtaken the world of management
since the Second World War. Given its subtlety and complexity, to which I
have done scant justice here, this does not seem surprising. But it has been at
the heart of a significant movement.

Chile: Project Cybersyn

In Chile in the autumn of 1970 Salvador Allende became the world’s first
democratically elected socialist president. The new government started
nationalizing the banks and major companies operating within Chile, oper-
ating through an existing organization known as CORFO (Corporacion de
Fomento de la Produccion). On 13 July 1971, the technical general manager
of CORFO, one Fernando Flores, wrote to Beer (Beer 1981, 247): “This letter
spoke of ‘the complete reorganization of the public sector of the economy, for
which it appeared its author [Flores] would be primarily responsible. He had
read my books, and had even worked with a SIGMA team ten years before.
He went on to say that he was now ‘in a position from which it is possible
to implement, on a national scale—at which cybernetic thinking becomes a
necessity—scientific views on management and organization.’ He hoped that
I'would be interested. I was.” Beer’s commitment to the project became “total”
(245), and he subsequently published a long account of the project’s evolu-
tion and termination, in five chapters added to the second edition of Brain of
the Firm (Beer 1981, 241-399). Beer’s chapters are, as usual, very dense, and
I can only attempt an overview of his account as a way of sketching in the
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main features of what was undoubtedly the world’s most striking cybernetic
project.?

Taking up Flores’s invitation, Beer flew into the capital of Chile, Santiago,
on 4 November 1971, remaining for eight days and returning to London on 13
November. In Santiago he met Flores and his collaborators, and together they
made plans to implement the VSM at the level of the national economy. Beer
had just completed the manuscript of Brain of the Firm; the Chileans studied
it while he was there, and it became the basis for their vision of Chile’s fu-
ture. On 12 November Beer met President Allende himself and explained the
VSM to him. When Beer drew the box for system 5 of the VSM diagram, he
was thinking of it as representing the president, but Allende “threw himself
back in his chair: ‘at last,” he said, ‘el pueblo’” (Beer 1981, 258)—the people.
Beer was so impressed by this that he told the story often. Allende was appar-
ently similarly impressed with Beer and the VSM: “ ‘The President says: Go
ahead—fast’” (257).

What did the plan sketched out on Beer’s first visit look like—Project Cy-
bersyn, for “cybernetic synergy,” as it became known? Beer felt that speed
was of the essence—“within a year . . . the foreign reserves would run out”
(251)—so he aimed to begin by installing a cut-down version of the VSM by,
astonishingly, 1 March 1972. This was less than four months after his first visit,
and he promised to return on 13 March 1972. The initial plan aimed to achieve
real-time (meaning daily) communications between system 1 productive ac-
tivities at the level of individual factories, and a system 4 control room to be
constructed in Santiago.

OR teams were charged “to construct a quantitative flow chart of activi-
ties within each factory that would highlight all important activities” (253).
OR models would then be used in consultation with management—typically
workers’ committees, foreign managers having fled the country—to construct
indices of performance analogous to those Beer had devised in the steel indus-
try and reported upon in the 1953 OR paper discussed above (163).%® “In prac-
tice, it turned out that some ten or a dozen indices were adequate to monitor
the performance of every plant” (253). Among these was to be an index to
measure morale as a ratio depending inversely on absenteeism (253).

The question of what to do with all the data thus generated, how to handle
it, then arose. Ideally, every plant should have its own computer to “process
whatever information turned out to be vital for that factory’s management”
(252)—this, thinking of each plant as a viable system in its own right. “But
such computers did not exist in Chile, nor could the country afford to buy
them. . . . Therefore it was necessary to use the computer power available in
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Santiago: it consisted of an IBM 360/50 machine and a Burroughs 3500 ma-
chine” (252). The remaining technical problem was to connect plants all over
the country up to Santiago. This was to be accomplished by requisitioning telex
machines, augmented by microwave and radio links whenever necessary.
“The plan allowed just four months for this to be accomplished (and it was)”
(252). This national information system was known as Cybernet; the data it
brought to Santiago were processed there “and examined for any kind of im-
portant signal. . . . If there were any sort of warning implied by the data, then
an alerting signal would be sent back to the managers of the plant concerned”
(253). Beer himself took two tasks back to England with him (256): “I had to
originate a computer program capable of studying tens of thousands of indices
a day, and of evaluating them for the importance of any crucial information
which their movements implied. . . . T had done this kind of system building
many times before. . . . Secondly, I should need to investigate prospects for a
simulation system in the operations room that could accept the input of real-
time data. This would be a completely novel development in operational re-
search technique.” The basic blueprint and timetable for Cybersyn were thus
set. Beer’s own account covers subsequent developments in some detail; we
can review some of the main features.

As indicated above, the Cybernet national information system was indeed
established by the deadline of March 1972. The first computer program men-
tioned in the above quotation took longer than hoped to construct, partly
because of the incorporation of very new OR techniques in forecasting. A
temporary version was indeed implemented in March 1972, but the perma-
nent version only became operational in November that year. By that time
“something like seventy percent of the socio-industrial economy was operat-
ing within this system, involving about four hundred enterprises” (Beer 1981,
262,264).%

These “Cyberstride” programs sat at the system 3 level, contributing to
the homeostasis of the 1-2-3 economic assemblage while at the same time
filtering data upward into the 3-4-5 system. A key element of the latter was
a computer model of the Chilean economy and its national and global envi-
ronment. This was to be the centerpiece of system 4 planning, intended to
enable future projections according to different inputs and assumptions. This
program was also Beer’s responsibility. Lacking time to design such a model
afresh, Beer announced in a January 1972 report that he had decided “to make
use of the immediately available DYNAMO compiler extensively developed
by J. W. Forrester of MIT. I have directed three projects in the past using this
compiler, and have found it a powerful and flexible tool” (266). Forrester’s
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Figure 6.14. Operations room of Project Cybersyn. Source: Beer 1974a, 330,
fig. 12.1.

work had grown by devious routes out of his World War II work at the Servo-
mechanisms Laboratory at MIT and was just about to become famous, or no-
torious, with the publication of the Club of Rome’s Limits to Growth report,
which, on the basis of DYNAMO simulations, predicted an imminent collapse
of the global economy and ecosystems.*® Work in London and Chile under
Chilean direction had developed a tentative version of the Checo (for Chilean
economy) program by June 1972, and by September a better model was run-
ning. “I wanted to inject information in real time into the Checo program via
Cyberstride. Thus any model of the economy, whether macro or micro, would
find its base, and make its basic predictions, in terms of aggregations of low-
level data—as has often been done. But Checo would be updated every day by
the output from Systems 1-2-3, and would promptly rerun a ten-year simula-
tion; and this has never been done. This was one of my fundamental solutions
to the creation of an effective Three-Four homeostat; it remains so, but it
remains a dream unfulfilled” (268). This continual updating was the way in
which Checo simulations were foreseen as evolving in time, responsively to
real-time input, thus exemplifying the performative epistemology of the VSM
discussed in general terms in the previous section.

The system 4 operations room loomed ever larger as potentially the visible
symbol, the icon, of Project Cybersyn (fig. 6.14). Detailed design was turned
over to Gui Bonsiepe in Chile, from which emerged a plan for an octagonal
room ten meters wide that would serve as an “information environment.” In-
formation on any aspect of the functioning of the economy at the desired
level of recursion would be displayed visually on panels on the walls, includ-
ing flashing warning signals that registered the algedonic “cries of pain” from

lower levels, mentioned above, and an animated Checo simulation of the
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Chilean economy that could be used to predict the effects over the next de-
cade of decisions taken today. These days, computer graphics could handle
what was envisaged with ease, but in the early 1970s in Chile the displays
included hand-posted notes (of algedonic warnings), banks of projectors, and
slides prepared in advance of meetings (showing quantified flow charts of
production). The Checo display “certainly worked visually; but the computer
drive behind it was experimental and fragmentary” (Beer 1974a, 329-32). The
target date for completion of the control room was set as 9 October 1972;
in fact, it was in “experimental working order” by 10 January 1973 (Beer
1981, 270).

Project Cybernsyn evolved very quickly, but so did other developments
(Beer 1981, 307):

As time wore on throughout 1972, Chile developed into a siege economy. How
ironic it was that so many eyes were focussed with goodwill on the Chilean ex-
periment in all parts of the world, while governments and other agencies, sup-
posedly representing those liberal-minded observers, resisted its maturation
with implacable hostility. The nation’s life support system was in a stranglehold,
from financial credit to vital supplies; its metabolism was frustrated, from the
witholding of spare parts to software and expertise; literally and metaphori-
cally, the well-to-do were eating rather than investing their seed-corn—with
encouragement from outside. Even more ironic, looking back, is the fact that
every advance Allende made, every success in the eyes of the mass of the peo-
ple (which brought with it more electoral support) made it less likely that the
Chilean experiment would be allowed to continue—because it became more

threatening to Western ideology.

Before Allende came to power, copper had been Chile’s major source of for-
eign exchange, and “we were to see the spectacle of the ‘phantom ship’ full
of copper that traipsed around European ports looking for permission to un-
load” (307). Economic collapse was imminent, and Beer’s thought was to
“search for novel and evolutionary activity whereby the Chilean economy
might very rapidly enhance its foreign earnings” (308). His answer was in-
digenous crafts, wine, and fish, and in 1972 and 1973 he sought to mobilize
his contacts in Europe to expand those markets—without success. There was
nothing especially cybernetic about those efforts, but they do indicate Beer’s
commitment to Allende’s Chile.

In 1973 the situation in Chile continued to worsen. In September 1973,
the Cybersyn team received its last instruction from the president, which
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was to move the control room into the presidential palace, La Moneda. “By
the 11 September 1973, the plans were nearly ready. Instead La Moneda it-
self was reduced to a smoking ruin” (Beer 1974a, 332). Salvador Allende was
dead, too, in the ruin: the Pinochet coup—Chile’s 9/11—brought a definitive
end to the Chilean experiment with socialism, and with it went Cybersyn.
Beer was in London at the time but had prepared for the end by devising
three different codes in which to communicate with his collaborators and
friends in Chile, who were, through their association with the Allende gov-
ernment, in very serious trouble. Beer did what he could to help them. On
8 November 1973, he wrote to von Foerster at the University of Illinois: “My
dear Heinz, I think you know that I am doing everything possible to rescue
my scientific colleagues (at the level of Team Heads) from Chile. It is going
well—10 families. There is another problem. My main collaborator is held
in a concentration camp, and is coming up for trial. There is a real risk that
he will be shot, or sent down for life”* The collaborator in question was
Fernando Flores, who had risen to become Chile’s minister of finance be-
fore the coup. Beer enclosed the draft of his personal statement to be read
at Flores’s trial and urged von Foerster to send his own. In the event, Flores
was imprisoned for three years, until Amnesty International helped to ne-
gotiate his release, when he moved to the United States, completed a PhD
in Heideggerian philosophy, and became a highly successful management

consultant.®

The Politics of the VSM

THE PROBLEM IS FOR CYBERNETICS TO DISCOVER, AND TO MAKE ABUNDANTLY
CLEAR TO THE WORLD, WHAT METASYSTEMS TRULY ARE, AND WHY THEY SHOULD
NOT BE EQUATED WITH THE SUPRA-AUTHORITIES TO WHICH OUR ORGANIZA-
TIONAL PARADIGMS DIRECT THEM. IT IS AN APPALLING [SIC] DIFFICULT JOB,
BECAUSE IT IS SO VERY EASY TO CONDEMN THE WHOLE IDEA AS TOTALITAR-
IAN. HENCE MY USE OF THE TERM: THE LIBERTY MACHINE. WE WANT ONE THAT

ACTUALLY WORKS.

STAFFORD BEER, “THE LIBERTY MACHINE” (1975 [1970], 318)

Beer’s daughter Vanilla recalls that “Stafford and I generally ran Jesus and
Marx together in an attempt to produce metanoyic possibilities,” so I turn
now to Beer’s politics and its relation to his cybernetics; later sections will

focus on his spiritual beliefs and practices.®
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As a schoolboy, Beer shared a bedroom with his brother, [an, who recalled
that Stafford “painted the whole wall . . . with extraordinary apparitions. In
the centre of the wall was the original ‘Towering Inferno’—a huge skyscraper
with flames all around the bottom licking their way up the tower.” Vanilla Beer
adds that the picture was called The Collapse of Capitalism. In the late forties,
Stafford fell out with his father, who pressured him into admitting that he had
voted for the Labour Party in the recent election (Ian Beer, letter to Stafford’s
family, 25 August 2002). Later in life, Beer sometimes described himself as
“an old-fashioned Leftist” (Medina 2006) or even as “somewhat to the left of
Marx,” though it would be a mistake to think of him within the conventional
frame of British Marxism: “Stafford was fond of telling the story about Marx
that had him saying ‘Thank God I'm not a Marxist.” He didn’t usually describe
himself in this context but Stafford had a great deal of admiration for Marx,
especially his early writings on alienation. He wasn’t much of a fan of Das
Capital mostly on the grounds of dull and repetitive.”*

Little of this found its way into Beer’s early writings. Until 1970, his books,
essays, and talks were largely couched in a technical idiom and addressed to a
management readership. But in 1969 (Beer 1975, 3)

I had come to the end of the road in my latest job . . . and re-appraised the situ-
ation. What was the use of seeking another such job all safe and sound pensions
all that from which haven to speak and write as I had done for years about the
desperate need for drastic change and how to do it in a sick world? Not even
ethical. How to begin? It was almost 1970. A decade opened its doors for busi-
ness. There were speeches to be made already committed throughout that first
year and I must see them through. What’s more these platforms gave me the
opportunity if I could only seize it to collect my thoughts for a new life and to

propound ARGUMENTS OF CHANGE.

This series of talks, with assorted explanatory material, was published in 1975
as Platform for Change: A Message from Stafford Beer. In 1973, just before the
Pinochet coup, Beer continued to develop his thinking in public, this time in
the Canadian Massey Lectures on CBC radio, which were published the next
year as Designing Freedom (Beer 1974b). The focus of these works, and many
to follow, was on liberty, freedom, and democracy. Marx is not mentioned in
them, nor any of the classic Marxist concerns such as class struggle. Instead,
Beer attempted a distinctly cybernetic analysis, which is what interests me
most. Here we can explore another dimension of ontology in action: cyber-
netics as politics.
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The distinctly cybernetic aspect of Beer’s politics connected immediately
to the ontology of unknowability. Other people, at any scale of social aggrega-
tion, are exceedingly complex systems that are neither ultimately graspable
nor controllable through knowledge. And along with that observation goes, as
I noted in chapter 2, a notion of respect for the other—as someone with whom
we have to get along but whom we can never possibly know fully or control.
And this was Beer’s normative political principle: we should seek as little as
practically possible to circumscribe the other’s variety, and vice versa—this
was the condition of freedom at which Beer thought politics should aim. This,
in turn, translated into an explicit view of social relations. If the ontology of
knowability sits easily with an image of hierarchical command and control,
in which orders are transmitted unchanged from top to bottom, then Beer’s
notion of freedom entailed a symmetric notion of adaptive coupling between
individuals or groups. In a process of reciprocal vetoing—also describable as
mutual accommodation—the parties explore each other’s variety and seek to
find states of being acceptable to all. The ontological and practical resonances
here among Beer and Bateson and Laing are obvious, though Beer was operat-
ing in the space of organizations rather than psychiatry.

Beer recognized, of course, that any form of social organization entailed
some reduction in the freedom of its members, but he argued that one should
seek to minimize that reduction. In reference to viable systems, his thought
was that freedom was a condition of maximal “horizontal” variety at each of
the quasi-autonomous levels, coupled with the minimum of “vertical” variety
reduction between levels consistent with maintaining the integrity of the sys-
tem itself. Hence the notion of “designing freedom”: as Beer explained it, the
VSM was a diagram of social relations and information flows and transforma-
tions that could serve to guarantee the most freedom possible within orga-
nized forms of life. As we need to discuss, that view did not go uncontested,
but let me emphasize now two features of Beer’s vision.

First, there are many absorbing books of political theory which go through
immensely subtle arguments to arrive at the conclusion that we need more
freedom, fuller democracy, or whatever—conclusions which many of us
would accept without ever reading those books. Beer was not in that busi-
ness. He took it for granted that freedom and democracy are good things.
The characteristic of his work was that he was prepared to think through in
some detail just how one might arrange people and information systems to
make the world freer and more democratic than it is now. Beer’s specific solu-
tions to this problem might not have been beyond criticism, but at least he
was prepared to think at that level and make suggestions. This is an unusual
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enterprise, and I find it one of the most interesting and suggestive aspects of
Beer’s cybernetics. Second, we should note that, as already remarked, Beer’s
talks and writings did not foreground the usual substantive political variables
of left-wing politics: class, gender, race. They foregrounded, instead, a generic
or abstract topology in which the exercise of politics, substantively conceived,
would be promoted in a way conducive to future adaptations. We should per-
haps, then, think of Beer as engaging in a particular form of subpolitics rather
than of politics as traditionally understood.

That said, Cybersyn was the only cybernetic project discussed in this book
to be subjected to the political critique I mentioned in the opening chapters.
I therefore want to examine the critique at some length, which will also help
us get Beer’s subpolitics into clearer focus and serve to introduce some more

features of Cybersyn.

The Political Critique of Cybernetics

The early phases of Project Cybersyn were conducted without publicity, but
public announcements were planned for early 1973. Beer’s contribution to
this was “Fanfare for Effective Freedom,” delivered as the Richard Goodman
Memorial Lecture at Brighton Polytechnic on 14 February 1973 (Beer1g975b
[1973]). The previous month, however, reports of Cybersyn had appeared in
the British underground press and then in national newspapers and maga-
zines (Beer 1981, 335), and the media response had proved hostile. The day
after Beer’s “Fanfare” speech, Joseph Hanlon wrote in the New Scientist that
Beer “believes people must be managed from the top down—that real com-
munity control is too permissive. . . . The result is a tool that vastly increases
the power at the top,” and concluded with the remark that “many people . . .
will think Beer the supertechnocrat of them all” (Hanlon 1973a, 347; and see
also Hanlon 1973b). Hanlon’s article thus sketched out the critique of cyber-
netics discussed in chapter 2: cybernetics as the worst sort of science, devoted
to making hierarchical control more effective.

Beer replied in a letter to the editor, describing Hanlon’s report as a “hys-
terical verbal onslaught” and resenting “the implied charge of liar” (Beer
1973a). One H. R. J. Grosch (1973) from the U.S. National Bureau of Standards
then joined in the exchange, explicitly calling Beer a liar: “It is absolutely
not possible for Stafford Beer, Minister Flores or the Chilean government
or industrial computer users to have since implemented what is described.”
Grosch further remarked that this was a good thing, since Cybersyn “well
merits the horror expressed by Dr Joseph Hanlon. . . . I call the whole concept
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beastly. It is a good thing for humanity, and for Chile in particular, that it is
as yet only a bad dream.” Beer’s reply (1973b) stated that the Cybersyn project
had indeed achieved what was claimed for it, that “perhaps it is intolerable
to sit in Washington DC and to realise that someone else got there first—in a
Marxist country, on a shoestring,” and that “as to the ‘horror’ of putting com-
puters to work in the service of the people, I would sooner do it than calculate
over-kill, spy on a citizen’s credit-worthiness, or teach children some brand
of rectitude.”

The political critique of Cybersyn and the VSM was further elaborated
and dogged Beer over the years, and I want now to review its overall form,
rather than the details, and how one might respond to it. The critique is fairly
straightforward, so I shall present it largely in my own words.*

In 1974, Beer said of Cybersyn that it “aimed to acquire the benefits of
cybernetic synergy for the whole of industry, while devolving power to the
workers at the same time” (Beer 1974a, 322), and there is no doubt of his
good intentions. His critics felt that he was deluding himself, however, and
Hanlon’s description of Beer as a “supertechnocrat” presaged what was to fol-
low. I find it useful to split the critique into four parts.

1. The VSM undoubtedly was a technocratic approach to organization, in-
asmuch as it was an invention of technical experts which accorded technical
experts key positions—on the brain stem of the organization at levels 3 and
4. No one had asked the Chilean workers what sort of a subpolitical arrange-
ment they would like. Nor, I believe, did Beer ever envisage the basic form
of the VSM changing and adapting once it had been implemented in Chile.
There is not a lot one can say in reply to this, except to note that, on the one
hand, the fixity of the overall form of the VSM can be seen as a noncybernetic
aspect of Beer’s cybernetic management. As ontology in action, the critics
seized here on a nonexemplary feature of Beer’s work. But we might note, too,
that expert solutions are not necessarily bad. Beer’s argument always was that
cyberneticians were the experts in the difficult and unfamiliar area of adapta-
tion, and that they had a responsibility to put their expertise to use (see, e.g.,
Beer 1975 [1970], 320—21). To say the least, Cybersyn was a new and imagina-
tive arrangement of socioinformatic relations of production, which might,
in principle—if the Pinochet coup had not happened—have proved to have
increased the freedom of all concerned. Beyond this, though, the critics found
more specific causes for concern within the structure of the VSM itself.

2. Another thread of the critique had to do with the algedonic signals that
passed upward unfiltered to higher levels of the VSM. Beer spoke of these
as “cries for help” or “cries of pain.” They were intended to indicate that
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problems had arisen at the system 1level which could not be addressed there,
and which therefore needed assistance from higher levels in their resolution.
Beer assumed that the upper levels of the system would adapt a benevolent
stance relative to the lower ones and would seek to provide genuine assis-
tance on the receipt of an algedonic signal. Critics pointed out instead that
such signals could also constitute a surveillance system that would sooner
or later (not necessarily under Allende) be used against the lower levels. A
profit-maximizing higher management might readily translate too many alge-
donic warnings into a rationale not for assistance with problems but for plant
closures. Again, it is hard to spring to Beer’s defense. He might have replied
that to think this way is to denature and degrade the biological model behind
the VSM. Brains do not jettison arms and legs every time we get pins and
needles, but the obvious reply would be that this simply brings into question
Beer’s biological model for social organizations. For Beer, this was a norma-
tive aspect of the model, but no one could guarantee that higher management
would accede to this.

A more detailed version of this same critique acknowledged that there
must be some vertical communication within organizations but questioned
the automaticity of “cries for help.” In the VSM, this was simply a matter of
statistical filtration of data. If production indices remained anomalous after
an agreed period of time, the algedonic signal automatically passed on to the
next level. Werner Ulrich (1981, 51-52) pointed out that in a less automated
system there would be a place for management learning—managers come to
recognize patterns in the signals arriving at their level and thus to discrimi-
nate between which needed to be passed on and which did not—thus pro-
tecting the lower levels to some extent from vindictiveness above. I do not
know whether Beer ever addressed this point, but, again, the VSM was not
exemplary of the cybernetic ontology in action to just the degree to which this
automaticity was a fixed part of the VSM.

3. Following the lines set down by Hanlon, the VSM’s critics asserted that
the VSM prescribed a “top-down” mode of organizational control: manage-
ment or government gave orders that the workers were then expected simply
to implement. Cybersyn “has some kind of built-in executive power. . . . Its
strongly hierarchical organisation and its concept of ‘autonomy’ one-sidedly
serve the top decision maker, the government” (Ulrich 1981, 52, 54). As be-
fore, there is something to this critique, but it is worth taking it slowly. Though
the critics seem to have read Cybersyn as implementing a classic “command

and control” form of organization, with a unilinear flow of orders descending
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from on high, in this they were wrong. Beer did not think of viable systems
in that way. This was precisely the significance of the adaptive couplings that
pervaded the VSM, especially the couplings between the various levels. As
discussed earlier, these were modelled on the reciprocal vetoing in Ashby’s
multihomeostat setups and implied that the parties at different levels had
to cast around for mutually agreeable initiatives and plans, precisely not the
traditional command-and-control mode. These adaptive couplings were the
most definitively cybernetic component of the VSM, and it is significant that
the critics failed to get to grips with them or even to recognize their distinc-
tive character. Beer often complained that outsiders erred in a similar way
concerning all sorts of cybernetic machines and contrivances, utterly failing
to grasp their adaptive aspects, and this seems to have been the case here. If
ontology makes a difference, then that difference eluded the VSM’s critics.
But more needs to be said.

Cybersyn was, on one occasion, operated in both a surveillance and a
command-and-control mode. This was the time of the gremio strike in October
1972, a “CIA-instigated trucker’s strike” in Chile (Ulrich 1981, 54n; Beer 2004
[2001], 860) which threatened to halt flows of goods around the country.®
The Cybernet information system was then switched temporarily to monitor-
ing shortages around the country and figuring out how to use the transporta-
tion available to overcome them. Beer was very pleased that this approach
worked and that the strike was defeated (Beer 1981, 312-15), but there was
no homeostatic give-and-take involved in this episode in negotiating plans
between different levels, and it serves to show just how readily the organic
quality of the VSM could be conjured away, and, indeed, this possibility seems
to have appealed to Allende’s enemies.”” “At the end of July [1973] . . . several
strange messages reached me. . . . They were coming from the political oppo-
sition. It seemed that this [Cybersyn] was the best project undertaken under
Allende’s aegis, and that his (self-assumed) successor would continue it in
his own way. This would not, of course, involve any ‘nonsense’ about worker
participation. . . . I found these overtures obnoxious; but our strategies were
well prepared” (Beer 1981, 345). The strategies, I believe, were intended to
render Cybersyn useless in the event of a coup, but three comments are called
for. First, in its genuinely cybernetic aspect—the adaptive couplings between
levels—the VSM did serve to undo hierarchies of command and control. Sec-
ond, these adaptive couplings could easily be “switched off” and replaced by
asymmetric ones. It is fair to say, then, that the VSM was hardly a potent bul-

wark against the institutional arrangements that Beer wanted to obviate. This,
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too, was much on his critics’ minds. But third, as Beer might have advised,
we should be concerned here with the future more than the past. Even if key
components of the VSM were readily erasable, the VSM remains interesting
as a model for a democratic subpolitics.

4. We can return to the question of goals. In chapters 3 and 4 we looked
largely at systems with fixed goals. Ashby’s homeostats adapted open-endedly,
but so as to keep their essential variables within given limits. According to
Beer, the quasi-organic viable system likewise had goals that patterned its ad-
aptation. But, unlike Ashby, Beer was not attempting to construct models of
the adaptive brain, and he therefore did not have to take a sharp position on
what the goals of a viable system are. I said earlier that one could think of the
profitability of an enterprise as the sort of thing at issue, but actually Beer
had something different and more interesting in mind, which we can get at
via the critique of the VSM. At the heart of Werner Ulrich’s (1981, 35) long
critique, for example, is a contrast between “purposive” and “purposeful” sys-
tems, which relates to a more familar distinction between means and ends:
a “purposive” system is a means to some extrinsically specified end, while
a “purposeful” one can deliberate on its own ends. Ulrich criticized the VSM
as purposive, and at one level this is correct. Beer was keen not to try to build
any substantive goals beyond adaptability into the VSM; this is an aspect
of what was entailed in my earlier description of the VSM as a form of sub-
politics.

Ulrich, however, went on from this observation to claim that because the
VSM had no substantive goals, then whatever goals a system came to mani-
fest would have to be supplied in a top-down fashion, from systems 4 and 5
of the model—we are back to technocracy from a different angle. But here
there are some complications worth discussing. One reply would be that Beer
was working for a democratically elected government responsive to “the will
of the people,” but that is an observation about the specific context of Cy-
bersyn rather than an intrinsic feature of the VSM in general. Another reply
would go along the lines indicated above: that the adaptive couplings between
the VSM’s levels are reciprocally adaptive, not one-way. But here, still, some
asymmetry remained in the VSM. Beer does not seem to have envisaged the
formulation of new plans and goals from below; the higher levels of manage-
ment and government do seem to have held the advantage here in his thinking
(though this assertion will be qualified below when we come to his work on
“syntegration,” which indeed focused on inclusive processes of goal forma-
tion). Nevertheless, Project Cybersyn, as it evolved, did at least try to close the
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loop between government initiatives and their popular reception in various
ways, and [ want to examine just one of these.

On Goals

In March 1972 . . . we addressed the basic issue of the organization of the state
that is not economic but societary. . . . I wrote a second paper about a project

to examine:

“the systems dynamics

of the interaction

between government and people

in the light of newly available technology
such as TV

and discoveries in the realm

of psycho-cybernetics”

(Beer 1981, 278)

There were, of course, many channels by which the Chilean government
could communicate with the Chilean population at large and vice versa. But
the reference to TV immediately suggests an asymmetry. Governments could
transmit information over the television in great detail and length—a high-
variety channel, in the language of information theory. The people, in con-
trast, could not reply via the TV at all—an exceedingly low-variety channel.
Of course, the people could communicate via other channels, such as forming
political parties and voting in elections, but Beer felt that it was necessary to
do something to increase the information flow from people to government
if a homeostatic equilibrium was to be achieved. He also, as usual, felt that
the channel from people to government should be a real-time one, so that
the latter could react to how the former felt today rather than last week or
last month or last year.*® The solution Beer proposed, novel and endearing, is
shown in figure 6.15. The aim here was to supplement the economic algedonic
feedback of the VSM with social feedback. TV viewers, for example, would
be provided with very simple “algedonic meters” of the form shown in the
lower left of figure 6.15. These would be simple semicircular devices in which
a partition could be rotated clockwise (toward “happy”) or counterclockwise
(“unhappy”) in response to whatever was happening before them—a televised
political speech, say. Some simple wiring arrangements would aggregate
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Figure 6.15. Feedback from the people. Source: S. Beer, Brain of the Firm, 2nd ed.
(New York: Wiley, 1981), 281, fig. 45.

these algedonic signals (the precise arrangements being left open in the initial
proposal) and transmit them for display in real time on the TV screen. In this
way, the politicians would get instantaneous feedback on their proposals or
arguments. And—this is the clever bit—the viewers could also see how the
politicians would react to the feedback, and so on in a cascade of feedbacks
between the TV studio and its audience (Beer 1981, 285). In effect, some
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channel, however crude, would thus be opened for mass debate—or, better,
a dance of agency—with the government. Again, policy making could thus
emerge in real-time interaction.

Like many of the cybernetic devices we have been exploring, these alge-
donic meters of Beer’s were at once serious and amusing, and even startling
in spanning the gap between the two. Their origins, I would guess, lay in the
clapometers and swingometers of the BBC’s popular music TV shows and
election reporting.*® An interesting feature is that they were truly algedonic in
being able to register pleasure as well as pain, unlike the algedonic signals in
the basic VSM, which were regarded as warnings that something was wrong.
Though Beer initially conceived their use in mass communication, they could
obviously be deployed in much more limited contexts—in small meetings,
say, where some planning group reported to its constituents, or at factory
gates as feedback from the workers to management.

Beer’s son Simon, an electrical engineer, built a prototype system “of ten
algedonic meters, linked by a single wire in a loop through a large summation
meter” (Beer 1981, 284), and took it out to Chile, where experiments were
done on its use with a group of fifteen friends. These friends, however, “rap-
idly learned how to rig the system. They joined in plots to ‘throw’ the lecturer
by alternating positive and negative responses, for instance” (286). The alge-
donic meter was, in this instance, too much fun. And one can easily imagine
less amusing forms of rigging—the political party instructing its supporters
to slam the indicator to the left whatever an opponent said—or even argu-
ments about whether “unhappy” should be at the left or the right. This form
of feedback was thus never introduced in Chile, leaving Beer to reflect that its
design was a tricky problem and that more cybernetic research was needed.
Nevertheless, it is interesting to stay with them just a little longer.

Beer contrasted his algedometers favorably with another and more familiar
form of quasi-real-time feedback from the people to government: question-
naires and opinion polls (Beer 1974a, 334-38). From Beer’s perspective, the
great thing about the algedonic meters was that they were inarticulate, word-
less. They measured “happiness,” but the nature of happiness and its causes
were left undefined. They simply indicated a positive or negative response on
some undefined scale. Beer’s enthusiasm for this mode of communication had
to do with his intense interest in performance and his associated suspicion
of representational knowledge. The trouble with opinion polls, Beer argued,
is that the domain of inquiry is circumscribed by the questions asked (them-
selves framed by politicians, journalists, academics, and so on) and lacks va-
riety. Articulated questions might therefore be able to determine how people



272 = CHAPTER SIX

teel about specific government policies, but they can never find out whether
people’s real concerns lie entirely elsewhere. Polls can never contribute, then,
to the emergence of real novelty in real-time politics, only to a fine-tuning of
the status quo. In contrast, the algedonic meters constituted an open invita-
tion to genuine experiment. If a politician or journalist were to float some
wild idea and the integrated meter reading went from lethargically neutral to
wildly positive, there would be reason to think that some genuine but hitherto
unthought-of social desire had been tapped.

And here we can return to Ulrich’s critique of the VSM as purposive rather
than purposeful. Though Beer did not try to build into the VSM any substan-
tive goals, he did try to think through the ways in which the system could ar-
ticulate its own goals, in practice, in a nonhierarchical fashion. We can think
of the algedonic meters as expanding the VSM as a subpolitical diagram of
social relations and information flows in such a way as to enable any organiza-
tion to become purposeful, rather than purposive, on its own terms. Ulrich is
wrong here about the VSM, at least in principle, though, as above, practical
concerns are not hard to find: it would have been less difficult for General
Pinochet and his friends to eliminate algedonic meters than, say, rifles in the
hands of the workers.

One last thought about the algedonic meters. What did they measure? At
the individual level, an unanalyzed variable called “happiness.” But for the ag-
gregated, social, level Beer coined a new term—eudemony, social well-being
(Beer 1974a, 336). Again he had no positive characterization of eudemony,
but it is important that he emphasized that it is not any of the usual mac-
rovariables considered by politicians and economists. Eudemony is not, or not
necessarily, to be equated with GNP per capita, say, or life expectancy (Beer
19744, 333). Eudemony is something to be explored in the adaptive perfor-
mance of a viable social system, and, obviously, Beer’s algedonic meters were
an integral part of that. This thought is perhaps the most radical aspect of
Beer’s subpolitics: the idea that social systems might continually find out what
their collective ends are, rather than, indeed, having those ends prescribed
from above (the wonders of the free market, for example). And this remark
gets us back to the general question of cybernetics and goals. Beer’s cybernet-
ics, unlike that of Walter and Ashby, did not enshrine any idea of fixed goals
around which adaptation was structured. Goals, instead, could become in
Beer’s (and Pask’s) cybernetics. As ontological theater, then, the VSM staged
a vision of open-ended becoming that went an important step beyond that of
the first-generation cyberneticians. Beer had not, of course, solved the prob-
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lem of building a machine that could mimic the human facility of formulating
goals; his systems could be adaptive at the level of goal formation precisely

because they contained human beings within themselves.

Where does this leave us? After reviewing the critiques of the VSM and Proj-
ect Cybersyn, I continue to think that we can see the VSM as enshrining a
very interesting approach to what I have called subpolitics. The VSM offers
a considered topology of social locations and relations, information flows
and transformations that, to a considerable degree, promises a dispersal of
autonomy throughout social organizations. The key elements of the VSM,
from this perspective, are the adaptive, homeostat-like couplings between the
various levels of the VSM, and the algedonic signals that travel back up the
system. Like Beer’s earlier experimentation with biological computing, his
work on the VSM seems original and singular to me. It is hard to think of any
equivalents in more conventional approaches to political theory and practice.
And for this reason I am inclined to point to the VSM as another item on my
list of striking examples of the cybernetic ontology in action, in politics and
management. Here again we can see that the cybernetic ontology of unknow-
ability made a difference.

Turning to the critics, it is significant that they seemed unable ever quite
to get the VSM into focus. Beer’s overall cybernetic aim, to bolster the adapt-
ability of organizations, was never, as far as I can make out, mentioned by
the critics; neither was the key cybernetic idea of adaptive coupling between
levels. Instead, the critics focused on a cybernetically denatured version of the
VSM, a version from which the distinctively cybernetic elements had been
removed, turning it into a nightmare of command and control. The critics
mapped the VSM onto a distinctively modern space in which it did not be-
long, and they found it wanting there. This inability to contemplate the thing
in itself I take to be further evidence that ontology makes a difference.*’

Having said that, I have also recognized that the critics’ concerns about
the VSM were not empty. It does seem clear that systems like that envisaged
in Project Cybersyn could be readily stripped down in practice and turned
into rather effective systems of command, control, and surveillance, the very
opposite of what both Beer and the critics aimed at. But as I have said before,
the object of this book is not to resurrect any specific cybernetic project, in-
cluding Cybersyn. It is to exhibit and examine a whole range of such proj-

ects—as a demonstration of their possibility and their difference from more
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conventional projects in cognate areas, and as models for the future. A future
cybernetic politics that followed Beer’s lead into subpolitics might well want
to bear in mind the democratic fragility of the VSM—while contemplating
algedonic meters as, shall we say, a desperate but entertaining attempt to open
up a politically deadening status quo.

Pinochet’s coup in Chile was not the end of Beer’s involvement in poli-
tics at the governmental level, especially in Central and South America. He
went on to consult for the governments of Mexico, Venezuala, and Uruguay,
aswell as, in other directions from the United States, Canada, India, and Israel
(Beer 1990a, 318—21), and “bits and pieces of the holistic approach have been
adopted in various other countries, but by definition they lack cohesion” (Beer
2004 [2001], 861)." T will not pursue that line of development further here;
instead, I want to explore Beer’s cybernetic politics from another angle.

The Politics of Interacting Systems

LAST MONTH [SEPTEMBER 2001], THE TRAGIC EVENTS IN NEW YORK, CYBER-
NETICALLY INTERPRETED, LOOK QUITE DIFFERENT FROM THE INTERPRETA-
TION SUPPLIED BY WORLD LEADERS—AND THEREFORE THE STRATEGIES NOW
PURSUED ARE QUITE MISTAKEN IN CYBERNETIC EYES. . . . ATTEMPTS TO
GUARD AGAINST AN INFINITE NUMBER OF INEXPLICIT THREATS DO NOT HAVE

REQUISITE VARIETY.

STAFFORD BEER, “WHAT IS CYBERNETICS?” (2004 [2001], 861-62)

So far we have focused on the internal politics of the VSM—on social ar-
rangements within a viable organization. Here, the organization’s environ-
ment was conceptualized in rather amorphous terms, simply as that to which
the organization needed to adapt. As we saw in the previous chapter, in the
1950s Ross Ashby was led to think more specifically about environments that
themselves contained adaptive systems and thus about interacting popula-
tions of adaptive systems, including the possibility of war between them.
Beer’s experiences in Chile and of the subversion of the Allende regime by
outside states, especially the United States, led him to reflect along similar
lines from the 1970s onward. These reflections on the interrelations of dis-
tinct systems, usually conceived as nation-states, themselves warrant a short
review.

Beer’s basic understanding of international relations followed directly
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from his cybernetic ontology along lines already indicated. Nation-states are
obvious examples of exceedingly complex systems, always in flux and never
fully knowable. Their interaction should thus take the usual form of reciprocal
vetoing or mutual accommodation, exploring, respecting, and taking account
of the revealed variety of the other. Beer found little evidence for such sym-
metric interaction in the contemporary world, and thus, much of his analysis
focused on what happens when it is absent. At the other pole from homeostat-
like explorations lies the attempt to dominate and control the other, and
Beer’s argument was that this must fail. According to Ashby’s law, only variety
(on one side) can control variety (on the other). Any attempt simply to pin
down and fix the other—to make it conform to some given political design—
is therefore doomed to make things worse. The imposition of fixed structures
simply squeezes variety into other channels and manifestations which, more
or less by definition, themselves subvert any imposed order.

Beer’s general analysis of macropolitics was thus, throughout his career, a
pessimistic one: conventional politics is bereft of cybernetic insight and thus
continually exacerbates crises at all levels. This rhetoric of crisis is a resound-
ing refrain from his earliest writings to his last. In Beer’s first book, the crisis is
one of the West in general (the only instance of Cold War rhetoric that I have
found in his writing) and of British industry in particular (Beer 1959, ix): “The
signs are frankly bad. . . . The index of industrial production has not moved
up for four years. We desperately need some radical new advance, something
qualitatively different from all our other efforts, something which exploits the
maturity and experience of our culture. A candidate is the science of control.
Cybernetic research could be driven ahead for little enough expenditure com-
pared with rocketry, for example. And if we do not do it, someone else will.”
In his later and more political writings, the crisis was often said to be one of
the environment and of the conditions of life in the third world, as well as the
more usual sense of political crisis: a socialist government in Chile as a crisis
for the Americans and British being a prime example.**

When I first encountered this language of crisis in Beer’s writing, I tended
to ignore it. It seemed self-serving and dated. On the one hand, the rhetorical
function of “crisis” was so obviously to motivate a need for cybernetics. On the
other, we all used to talk like that in the 1960s, but, in fact, the world has not
come to an end since then. As it happens, though, while I have been writing
about Beer, his stories have started to seem very relevant and, indeed, pre-
scient. Everything that has happened since those planes flew into the World
Trade Center and the Pentagon speaks of an American attempt (abetted by
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Figure 6.16. The cybernetics of crisis. Source: S. Beer, Brain of the Firm, 2nd ed.
(New York: Wiley, 1981), 354, fig. 48.S.

the British) at command and control on a global scale, seeking to freeze the
world, to stop its displaying any variety at all—running from endless “secu-
rity” checks and imprisonment without trial to the invasions of Afghanistan
and Iraq. And the aftermath of the American invasion of Irag—what we have
been taught to call “the insurgency,” the killing, destruction, mayhem, and
torture in the name of “democracy”—speaks vividly of the negative conse-
quences of seeking to repress variety.

Little more can be said here—this book is not a treatise on recent world
history—but I do want to note that Beer’s “cybernetics of crisis” included an
analysis of how crises like the present one can arise. Again, Beer’s focus was
on transformative flows of information. Figure 6.16 is his basic diagram for
considering such processes: the hatched area denotes a crisis affecting three
different interest groups, which might be nation-states, A, B, and C. The de-
tails are less important than Beer’s general analysis of the information flow
from the crisis region into A (“sensory input”) and the return action of A on
the crisis (“motor output”). What Beer emphasized was that such informa-
tion flows necessarily impoverish variety, and that in a systematic way. His
argument was that representations of crises are inevitably filtered through low-
variety conceptual models, models through which governments interpret
crises to themselves and the media interpret them to the public. These models
then feed into a low variety of potential actions which return to intensify the
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variety of the crisis along axes that are unrepresentable in the models, and so
on around the loop.

Let me close this section with three comments. First, we can note that this
last discussion of the role of models in the production of crises is of a piece
with Beer’s general suspicion of articulated knowledge and representation.
Models might be useful in performance, as in the VSM, but they can also
interpose themselves between us and the world of performances, blocking
relevant variety (hence the significance of the inarticulacy of Beer’s algedo-
nic meters, for example). Second, Beer died before the invasion of Iraq; the
above thoughts on that are mine, not his. But, again, I am struck now not by
any self-serving quality of his rhetoric, but by the prescience of his analysis.
The highly simplifed story of information flows and variety reduction that I
just rehearsed illuminates how global politics could have collapsed so quickly
into one-bit discriminations (Beer 1993a, 33) between “us” and “them,” the
goodies and the baddies; how it could have been that a majority of the Ameri-
can population could believe there was some connection between Al Qaeda
and Iraq prior to the invasion and in the existence of what we were taught to
call “weapons of mass destruction”; how it is that the American public and,
perhaps, their government could have expected the invaders to be greeted
with flowers and kisses rather than car bombs; and (turning back to the ques-
tion of controlling variety) why mayhem should have been expected instead.
Of course, third, one does not have to be Stafford Beer or a cybernetician to
be critical of the war on terror, a “war” in which, “allies are expected to go
into battle against an abstract noun, and to assault any nation unwilling to
mobilize in such folly” (S. Beer 2001, 862-63). What interests me, though,
is the generality of Beer’s cybernetic analysis. We all know how to generate
simplistic stories of heroes and villains, and much of the political talk of the
early twenty-first century takes that form. Take your pick of the goodies and
baddies—Saddam Hussein and Osama bin Laden or George W. Bush and the
neocons. Such reversible stories will no doubt always be with us. Beer’s analy-
sis, instead, did not focus on the particulars of any one crisis. He actually
began the most extended exposition of his analysis by mentioning the British
abdication crisis of 1936, arguments over Indian independence from Britain
in 1946, and the Suez crisis of 1956 (Beer 1981, 352—53). His analysis did not
hinge on the question of whether George W. Bush was evil or stupid; his argu-
ment was that something was and is wrong at the higher level of large-scale
systems and their modes of interaction that persistently produces and intensi-
fies rather than resolves global crises. I take the novelty of this style of analysis
to be another example of the ways in which ontology makes a difference.
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Team Syntegrity

HOW SHALL WE EVER CONCEIVE
HOWEVER EXPRESS
A NEW IDEA
IF WE ARE BOUND BY THE CATEGORIZATION
THAT DELIVERED OUR PROBLEM TO US

IN THE FIRST PLACE

?

STAFFORD BEER, BEYOND DISPUTE (1994B, 8)

From the time of Project Cybersyn onward, the VSM was the centerpiece of
Beer’s management consultancy. In parallel to the VSM, however, he also
developed a rather different approach to organizations that he called “team
syntegrity.” This grew from the 1950s onward, “flared into considerable activ-
ity 20 years ago, and occupied me throughout 1990 in a series of five major ex-
periments” (Beer 1994b, 4). In the 199os also, the conduct of “syntegrations”
became partly a commercial business for Beer and his friends, associates,
and followers.*”® Beer only published one book on syntegrity, Beyond Dispute
(1994b), as distinct from three on the VSM, but he and his collaborators de-
veloped and reflected upon syntegration in considerable detail.* I am not go-
ing to attempt to do justice to that here. My aim is to sketch out the basic form
of the approach, to connect it to the cybernetic ontology, and, continuing the
above discussion, to examine it as a form of micro-sub-politics.*

Put very crudely, the substance of team syntegrity was (and is) an evolving
format or protocol for holding a meeting, a rather elaborate meeting called a
“syntegration,” and we can explore this format in stages. First, there are the
connected questions of what the meeting is about and who should come to it.
On the latter, Beer offered no prescriptions. The idea was that syntegration
was a process focused on some topic of interest to its participants. His model
for thinking about this was a group of friends who met regularly in a bar and
found themselves returning to some topic, perhaps current politics, but an
early example in the development of the technique involved members of the
British Operational Research Society seeking to redesign the society’s consti-
tution in 1970, and the first experiment in 1990 involved a group of friends
and friends of friends thinking about world governance (Beer 1994b, 9, 35).
The participants were, then, characterized by their common concern and in-
terest in whatever the syntegration was about. Beer called such a group an



STAFFORD BEER : 279

“infoset,” and, for reasons that will become clear, the basic form of an infoset
would comprise thirty people.*

But just how should the topic of such a meeting be defined? This was a
matter of pressing concern for Beer, a concern that ran along much the same
lines as his critique of opinion polls mentioned earlier. The usual way of struc-
turing such a meeting would be to distribute in advance an agenda listing
specific topics for discussion and action. Beer’s point was that such an agenda
prefigures its outcome within lines that can already be foreseen, and “any-
thing truly novel has two minutes as Any Other Business” (Beer 1994b, 9).
His idea, therefore, was that the first element of a syntegration should itself
be the construction by the infoset in real time of a set of relatively specific
topics for discussion. In the mature form of syntegration this entailed a fairly
complicated protocol extending over some hours, but, in essence, the proce-
dure was this: Knowing the general topic of the meeting—world governance,
say—each participant was asked to write down at least one brief statement of
importance (SI) relevant to the topic, aiming to encourage original discussion
of some aspect of the overall focus of concern. These statements would then
be publically displayed to all of the participants, who would wander around,
discussing whichever SIs interested them with others, elaborating them, criti-
cizing them, or whatever (all this, and what follows, with the aid of experi-
enced “facilitators”). Finally, after a prescribed length of time, the participants
would vote for the developed SIs they considered of most importance, and the
top twelve SIs would be chosen as the focus for the remainder of the meeting
(27). In this way, something like a specific agenda would be constructed, not
as given in advance but as emergent itself in the process of the meeting.

Given a set of thirty participants and twelve SIs, what happens next? In
a short but complicated process, participants are each assigned to a pair of
SIs, respecting, as much as possible, their preferences. Then the process of
syntegration proper begins, and things get complicated to explain. How do
you organize the discussion of twelve topics by thirty people? A completely
unstructured agora-like situation is imaginable, but experience dictates that
it would get nowhere. One might try to structure the meeting by, say, rank-
ing individuals or topics in terms of priority, but this would return to Beer’s
critique of agendas, one step down the line. Inspired by Buckminster Fuller’s
geodesic domes (Beer 1994b, 12—14), the solution that Beer arrived at was
to structure discussions in the form of a geometric figure, the icosahedron
(fig. 6.17)."

An icosahedron has thirty edges and twelve vertices, and hence the ap-

pearance of these numbers above. Each of the twelve topics is assigned to
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Figure 6.17. The syntegration icosahedron. Source: S. Beer, Beyond Dispute: The

Invention of Team Syntegrity (New York: Wiley, 1994), 338, fig. S6.2.

one of the twelve vertices of an imaginary icosahedron; each participant is
imagined to be placed on an edge and engages in discussions of the two topics
assigned to the vertices at the end of his or her edge. In turn, this implies that
each participant is a member of two discussion groups of five people, each
associated with the five edges that meet at any vertex (plus some additional
niceties, including the participation of “critics” from disconnected edges,
which I will not go into). These groups then meet repeatedly (three or more
times) over a period of days for discussions that take off from SIs at their ver-
tex, adding to, refining, and elaborating these statements in the course of their
interactions. These discussions cannot all take place at once—one cannot be a
member of two groups discussing two topics simultaneously—so participants
alternate in time between their topics. And, according to Beer, the effect of
this is that discussions reverberate around the icosahedron. On the first oc-
casion, the discussion of any topic has a sui generis quality defined by the
interaction of the five people concerned. But by the second iteration, their

positions have each been inflected by different discussions at the other end of
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their edges, themselves inflected by discussions at one further remove. And
by the third iteration these inflections are traveling around the geometrically
closed figure, and there is the possibility that an earlier contribution returns
“to hit its progenitors in the back of the neck” (Beer 1994b, 13). This is what
Beer meant by reverberation: ideas travel around the icosahedron in all direc-
tions, being transformed and becoming progressively less the property of any
individual and more that of the infoset as a whole. At the end of the process,
each vertex has arrived at a final statement of importance (FSI), and these
FSIs are the collective product of the syntegration (Beer 1994b, 32-33).
Thus, in outline, the form of the syntegration process, and to put a little
flesh on what the products of such a process can look like, we can look briefly
at a syntegration held in Toronto in late 1990 (Beer 1994b, chap. 6). “The
group who came together were recruited mainly by word of mouth. . . . Thus
the Infoset was assembled in an unusually arbitrary way: we may call it such
a unity only because of its members all being drawn to the heading on the
poster: “What Kind of Future do You Want?’” (87). The first three of the SIs
constructed at the start of the syntegration were: ‘God is a verb not a noun,
‘Each child spontaneously desires to develop responsibilities commensurate
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with its abilities, and ‘Censorship is a personal issue.”” In Beer’s précis, the

first three of the FSIs, the products of the syntegration, were (97-98)

1. Local Empowerment: the need to push decision making downwards, especially
in the case of abolishing nuclear war.

2. Law and Government: the move from ownership to stewardship, control to
guardianship, competition to cooperation, winners and losers to winners alone.
3. How to Make World Peace: sovereign individuals acknowledge and accept the
responsibility of a (human) world social contract, towards environmental pro-

tection, security, and evolution of the planet.

What can we say about this example? First, it shows that syntegration can be a
genuinely dynamic and open-ended process: the SIs and FSIs were in no sense
contained in the original topic; they evidently emerged in the syntegration
itself. But what about the statements of importance themselves? They hardly
come as singular revelations, at least to scholars interested in such matters,
but, as Beer put it, “it could not be claimed that the FSIs . . . embodied major
new discoveries, although they may have done for some present. . . . [But]
they are hardly banal” (97).

This and similar experiences in other syntegrations led Beer to remark that
“amongst many others I have often claimed that in planning it is the process
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not the product that counts” (Beer 1994b, 97), and Beyond Dispute documents
in various ways the fact the participants in syntegrations generally found
them enjoyable and productive. The phrase “consciousness-raising” comes to
mind, and we will see below that such phrases had a very literal meaning for
Beer—his idea was that a genuine group consciousness could arise from the
reverberations of syntegration. Let me close this section, however, with some
general reflections on the syntegrity approach to decision making, with the
critique of Beer’s VSM in mind—"“a topic of which” Beer declared himself in
1990 to be “heartily sick” (Beer 1990b, 124).

Like the VSM, syntegrity can be described as a form of subpolitics, this
time at a microscale of small groups. Like the VSM, syntegrity had at its heart
a diagram, though now a geometric figure rather than a neurophysiologi-
cal chart. Again like the VSM, syntegrity, Beer argued, staged an inherently
democratic organization, an arrangement of people in which concrete, sub-
stantive, political programs could be democratically worked out—indeed, he
often referred to syntegration as “complete,” idealized,” and “perfect democ-
racy” (Beer 1994b, 12; 1990b, 122). And, unlike the VSM, in this case it is hard
to dispute Beer’s description. Beer’s critics were right that the VSM could
easily be converted to a system of surveillance, command, and control, but it
is hard to contrive such fears about syntegrity. By construction, there are no
privileged positions in the syntegration icosahedron, and there is no evident
way any individual could control the syntegration process (short of wrecking
it beyond recognition).

Once more, too, we can see how ontology and subpolitics are bound up
together in syntegrity. As exceedingly complex systems, the participants can-
not know in advance what topics will emerge from the syntegration process,
and this emergence is orchestrated as a process of multihomeostat-like recip-
rocal vetoing and creative mutual accommodation between participants and
statements of importance. Of course, there is some prestructuring entailed
in the assembly of an infoset around a broad topic and in the geometric ar-
rangement of persons and topics, but here we can note two points. First, the
syntegration process was even more fully open ended than that of the VSM.
If a set of formal if revisable mathematical models were intrinsic to the latter,
no such formalisms intervened in syntegration: topics, statements, and goals
were all open-endedly revisable in discussion as they reverberated around the
icosahedron. Second, the icosahedral structure did undeniably constitute an
infringement on individual freedom: individuals could only contribute to the
discussion of topics to which they had been assigned. In this sense, and as usual,
syntegrity staged a hybrid ontology, partially thematizing and acting out an
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ontology of becoming, but within a fixed framework. Beer would no doubt
have remarked, as he did of the VSM, that any form of organization exacts its
price, and that the price here was worth paying for the symmetric openness
to becoming that it made possible. One can also note that syntegration was
a finite and limited process; participants were not locked into it, in the way
that they might be within a business or a nation. So, in the next syntegration
participants could take other positions within the diagram, and, of course, the
entire general topic could shift.

Throughout this book we have been concerned with the socio-ontological
mismatch between cybernetics and modern institutions, with the amateur-
ism of Beer’s work on biological computing as our latest example. In the
earlier chapters we also ran into examples of a constructive response to the
mismatch: Kingsley Hall, for example, as providing a model for a new social
basis for cybernetic forms of life, the germ of a parallel social universe as
Alexander Trocchi envisaged it. Beer, too, contributed to this constructive
project. As we saw, he played a key role in the establishment of the Depart-
ment of Cybernetics at Brunel University—a partly successful attempt to
implant a sustainable cybernetic presence in the established academic order.
From another angle, the VSM can be seen as an attempt to reconfigure the
world of organizations along cybernetic lines, to make that world an explicitly
and self-consciously cybernetic place. And we can understand the team syn-
tegrity approach to decision making similarly—not now as the construction
of enduring institutions, but as making available a finite and ephemeral social
form lasting for just a few days, that could be mobilized ad hoc by groups
at any scale for any purpose, from reorganizing the British OR society up
to world governance.*® One does not have to subscribe to the details of the
VSM or team syntegrity; the point here is that Beer’s work can further enrich
our imaginations with concrete examples of what Trocchi’s parallel universe
might look like, and that those forms would indeed be importantly different
in specific ways from the hegemonic forms of our present social, political, and
subpolitical arrangements. Again, ontology makes a difference, here in the

domain of subpolitics.

Cybernetics and Spirituality

IN INDIA THERE ARE MANDALAS—PICTURES CONVEYING SACRED INSIGHTS NOT

EXPRESSED IN WORDS. OUR MODERN CHIPS MAY NOT BE SACRAMENTALS, BUT
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THEY USE NO FORM OF WORDS. COME NOW (SOMEONE MIGHT PROTEST), WE KNOW
WHAT THE CHIP DOES, THE FUNCTIONS IT PERFORMS. SO (IT SHOULD BE
REPLIED) DID THE YOGIS OF INDIA, THE LAMAS OF TIBET, ALSO UNDERSTAND

THEIR OWN MANDALAS.

HANS BLOHM, STAFFORD BEER, AND DAVID SUZUKI,

PEBBLES TO COMPUTERS (1986, 37)

And now for something completely different. Well, not completely. The pre-
vious chapters have looked at some of the connections between cybernetics
and Eastern, nonmodern, forms of spirituality, and we can continue the ex-
amination here. Beer rigorously excluded all references to spiritual concerns
from his writings on management cybernetics, and one can certainly take the
latter seriously without committing oneself to the former—many of Beer’s as-
sociates and followers do just that. But of our cyberneticians it was Beer who
lived the fullest and most committed spiritual life, and I want now to explore
the relations between his spirituality and his cybernetics, beginning with an
outline of his spiritual career.

Beer was born into a High Church family and, according to his brother,
before the family moved to Wales to escape the bombing of World War II,

we all attended the Church of St John the Evangelist, Shirley, where our Fa-
ther and Stafford were Servers in the choir—indeed both were members of the
Guild of Servers and wore their medals. . . . Stafford always sat sideways in his
choir stall with one side of his glasses over his ear and the other in his mouth
and frowned. The glasses, I believe, had plain glass in them as he wanted to look
older than he was. At some moments when the vicar said something (I assume
outrageous to Stafford) he took the glasses off and turned to glower at the pul-
pit. I felt very proud of him. . . . To me they were happy times and prepared us
both to take the spiritual dimension of our lives seriously, wherever it took us
from that traditional Anglo-Catholic Church in the thirties.*’

The spiritual dimension of Stafford’s life took him in two directions. Some-
time after his military service in India, he converted to Catholicism (1965,
301), but he later “gave up Christianity and discovered Christ,” and toward
the end of his life he described himself as a Buddhist, a tantric yogi. Accord-
ing to Allenna Leonard, he had been fascinated with Eastern philosophy since
he was a small child. In his year at University College London he wanted to
study Eastern philosophy, but the subject was not taught: “My dear boy, go to
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SOAS”—the School of Oriental and African Studies. Instead, as we have seen,
he went to India with the British Army in 1944, returning in 1947 “as thin as
a rake, a very different person. . . . He was almost totally absorbed in Indian
mysticism, had read endless books and had seen death, etc, I recall he told me
there was no such thing as pain; it was in the mind and mind over matter and
so on. To prove his point he allowed people to press lighted cigarettes onto the
inside of his wrist to burn a hole while he felt nothing”*° So, we have these two
sides to Beer’s life: the scientific (cybernetics) and the spiritual (Catholicism,
Eastern mysticism, and strange performances). There is, of course, nothing
especially unusual about that. Many physicists, for example, are deeply reli-
gious. But in respect of modern sciences like physics, the scientific and the
spiritual are usually held apart, existing, as one might say, in different com-
partments of life, practiced in different places at different times, in the labora-
tory during the week and in church on Sunday. Bruno Latour (1993) speaks
of the “crossed-out God” of modernity—the Christian God as both almighty
and absent from the world of science and human affairs. As usual, cybernetics
was not like that. Beer’s cybernetics and spirituality were entangled in many
ways, and that is what I want to explore here, focusing first on Beer’s overall
perspective on nature and then on the more esoteric aspects of his spiritual
understandings and practices. The earliest of Beer’s spiritual writings was an
essay published in 1965, “Cybernetics and the Knowledge of God,” and this

provides a convenient entrée for both topics.

Hylozoism

First, Beer’s perspective on nature. “Cybernetics and the Knowledge of God”
begins not with nature itself but with a discussion of the finitude of the human
mind. “Each of us has about ten thousand million neurons to work with. Itis a
lot, but it is the lot. . . . This means that there is a strict mathematical limit to
our capacity to compute cerebrally—and therefore to our understanding. For
make no mistake: understanding is mediated by the machinery in the skull”
(Beer 1965, 294). As a corollary, beyond our cerebral limits there must exist in
the world things which we cannot know.” Here we recognize the cybernetic
ontology of unknowability—Beer was writing for a readership of nonspecial-
ists; otherwise, he could simply have said that the cosmos was an exceedingly
complex system, as he had defined the term in Cybernetics and Management
in 1959. There is, though, a difference in the way in which Beer develops
this thought in this essay. One can think of the economic environment of

a firm as being exceedingly complex in a mundane fashion: we can readily
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comprehend many aspects of the economys it is just impossible to hold all
of them and their interrelations in consciousness at once. In the religious
context, in contrast, Beer reaches for a more absolute sense of unknowability,
invoking repeatedly “an irreducible mystery: that there is anything” (Beer
1965, 298). And this is where God comes in: “Here is another definition [of
God], which I would add to the scholastic list of superlative attributes: God
is what explains the mystery” (299). This is an odd kind of explanation, since
Beer could not offer any independent definition of the explanans. One mys-
tery, God, is simply defined here as that which explains another, existence. In
ordinary language, at least, there is no “gap” between the two terms, so I am
inclined to read Beer as saying here that matter and spirit are one, or that they
are two aspects of an underlying unity. This is part of what I want to get at in
describing Beer’s appreciation of nature as hylozoist—the understanding that
nature is infused, one might say, by spirit.

At any rate, we can see here that the ontology of unknowability was a
straightforward point of linkage, almost of identity, between Beer’s worldly cy-
bernetics and his spirituality: the correlated mysteries of existence and of God
are simply the mystery of exceedingly complex mundane systems taken to the
Nth degree, where N is infinite. And along with this ontological resonance,
we can find an epistemological one. I have remarked several times on Beer’s
cybernetic suspicion of articulated knowledge and models, as a not necessar-
ily reliable detour away from performance, and he expressed this suspicion,
again to the Nth degree, in relation to the spiritual (Beer 1965, 294-95, 298):

To people reared in the good liberal tradition, man is in principle infinitely
wise; he pursues knowledge to its ultimate. . . . To the cybernetician, man is
part of a control system. His input is grossly inadequate to the task of perceiv-
ing the universe. . . . There is no question of “ultimate” understanding. . . . It
is part of the cultural tradition that man’s language expresses his thoughts. To
the cybernetician, language is a limiting code in which everything has to be
expressed—more’s the pity, for the code is not nearly rich enough to cope. . . .
Will you tell me that science is going to deal with this mystery [of existence] in
due course? I reply that it cannot. The scientific reference frame is incompetent
to provide an existence theorem for existence. The layman may believe that
science will one day “explain everything away”; the scientist himself ought to

know better.

Epistemologically as well as ontologically, then, Beer’s cybernetics crossed

over smoothly into a spiritually charged hylozoism. And we can follow the
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Figure 6.18. The Gatineau River, Quebec. Source: Blohm, Beer, and Suzuki 1986, 51.

(Photo: Hans-Ludwig Blohm. © Hans-Ludwig Blohm, Canada.)

crossover further by jumping ahead twenty years, to a book published in
1986, Pebbles to Computers: The Thread, which combines photographs by Hans
Blohm with text by Stafford Beer and an introduction by David Suzuki. It is a
coffee-table book with lots of color pictures and traces out a longue durée his-
tory of computing, running from simple counting (“pebbles”) to digital elec-
tronic computers. The history is not, however, told in a linear fashion leading
up to the present, but as a topologically complex “thread”—drawn by Beer as
a thick red line twisting around photographs and text and linking one page to
the next—embracing, for example, Stonehenge as an astronomical computer
and Peruvian quipus, beautiful knotted threads, as calculational devices. Here
Beer develops his ontological vision further. Under the heading “Nature
Calculates,” he comments on a photograph of the Gatineau River (fig. 6.18)
that catches the endless complexity of the water’s surface (Blohm, Beer, and
Suzuki 1986, 54): “This exquisite photograph of water in movement . . . has
a very subtle message for us. It is that nature’s computers are that which they
compute. If one were to take intricate details of wind and tide and so on, and
use them . . . as ‘input’ to some computer simulating water—what computer

would one use, and how express the ‘output’? Water itself: that answers both
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those questions.” And then he goes on to reproduce one of his own poems,
written in 1964, “Computers, the Irish Sea,” which reads (Blohm, Beer, and
Suzuki 1986, 52; reproduced from Beer 1977):

That green computer sea
with all its molecular logic
to the system’s square inch,
a bigger brain than mine,
writes out foamy equations from the bow
across the bland blackboard water.
Accounting for variables
which navigators cannot even list,
a bigger sum than theirs,
getting the answer continuously right
without fail and without anguish
integrals white on green.
Cursively writes recursively computes
that green computer sea
on a scale so shocking
that all the people sit dumbfounded
throwing indigestible peel at seagulls
not uttering an equation between them.
All this liquid diophantine stuff
of order umpteen million
is its own analogue. Take a turn
around the deck and understand
the mystery by which what happens

writes out its explanation as it goes.

In effect, this poem is another reexpression of the cybernetic ontology of
unknowability, where the unknowability is conceived to reside in the sheer
excess of nature over our representational abilities. The water knows what
it is doing and does it faultlessly and effortlessly in real time, a performance
we could never emulate representationally. Nature does “a bigger sum
than theirs”—exceeding our capacities in way that we can only wonder at,
“shocked” and “dumbfounded.”** But Beer then adds a further point (Blohm,
Beer, and Suzuki 1986, 54): “The uneasy feeling that [this poem] may have
caused derives, perhaps, from insecurity as to who is supposed to be in charge.
Science (surely?) ‘knows the score.’ Science does the measuring after all. . . .
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But if art is said to imitate nature, so does science. . . . Who will realize when
the bathroom cistern has been filled—someone with a ruler and a button to
press, or the ballcock that floats up to switch the water off? Nature is (let it be
clear that) nature is in charge.” There is a clear echo here of Beer’s work with
biological computers (which, as mentioned earlier, also figure in Pebbles):
not only can we not hope to equal nature representationally, but we do not
need to—nature itself performs, acts, is in charge. This idea of nature as ac